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Basic Probability and Statistics

This Chapter introduces the reader basic concepts and definitions, data description, histograms, basic concepts of probability, discrete and continuous random variables, and normal distribution.

1.1
Introduction

Statistics refers to the field or discipline of study. Statistics is a group of methods that are used to collect, analyze, present, and interpret data and to make decisions. Decisions made by using statistical methods are called educated guesses. Statistics has two areas: theoretical or mathematical and applied. Theoretical or mathematical statistics deals with the development, derivation, and proof of statistical theorems, formulas, rules, and laws. Applied statistics concerns the applications of those theorems, formulas, rules and laws to solve real-world problems. Applied statistics is divided into two branches: descriptive statistics and inferential statistics. Descriptive statistics involves methods for organizing, displaying, and describing data by using tables, graphs and summary measures. The collection of all elements of interest is called a population in statistics. The selection of a few elements from this population is called a sample. Statistics deals with making decisions, inferences, predictions, and forecasts about populations based on results obtained from samples. Statistics that deals with decision-making procedures is called inferential statistics. This branch of statistics is also known as inductive reasoning or inductive statistics. Inferential statistics consists of methods that employ sample results to help make decisions or predictions about a population.

Probability, which measures the likelihood that an event will occur, is an important part of statistics. It is the basis of inferential statistics, where decisions are made under conditions of uncertainty. Probability theory is used to evaluate the uncertainty involved in those decisions. Probability statements are about occurrence or non-occurrence of a certain event under certain conditions.

1.2
Population and sample
A population consists of all elements-individuals, items, or objects, whose characteristics are being studied. The population that is being studied is also called the target population. The collection of a few elements selected from a population is called a sample. Thus, a portion of the population selected for study is referred to as a sample. The collection of information from the elements of a population or a sample is called a survey. A survey that includes each and every element of the population is called a census. A survey conducted on a sample is called a sample survey. A sample that represents the characteristics of the population as closely as possible is called a representative sample.

A sample drawn in such a way that each element of the population has same chance of being selected is called a random sample. If the chance of being selected is the same for each element of the population, it is called a simple random sample. An element or member of a sample or population is a specific subject or object about which the information is collected. A variable is a characteristic under study that assumes different values for different elements. In relation to a variable, the value of a constant is fixed. The value of a variable for an element is called an observation or measurement. A data set is a collection of observations on one or more variables.

1.3
Types of variables

A variable that can be measured numerically is called a quantitative variable. The data collected on a quantitative variable are known as quantitative data. Quantitative variable is classified as either discrete variables or continuous variables. A variable whose values are countable is called a discrete variable. It can assume only certain values with no intermediate values. For instance, the number of cars sold at a dealership on any given day (0, 1, 2, 3, etc). A variable whose values are continuous is called a continuous variable. It can assume any numerical value over a certain interval or intervals. The time taken to complete a trip to New York City from Fairfield (72.3 min), height of a person (5.21 ft) etc is examples of a continuous variable. Variables that cannot be measured numerically are classified into nonnumeric categories is called a qualitative or categorical variable. The data collected on such a variable are known as qualitative data.

1.4
Organizing data
Data recorded in the sequence in which they are collected and before they are processed or ranked are called raw data.

1.4.1 Qualitative data
A frequency distribution for qualitative data lists all categories and the number of elements that belong to each of the categories. A relative frequency distribution lists the relative frequencies for all categories.


Relative frequency of a category = 
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A percentage distribution lists the percentages for all categories.


Percentage = Relative frequency × 100 





                     (2)

1.4.2 Graphical representation of qualitative data

The bar graph and the pie chart are two types of graphs used to represent or display qualitative data. A graph made of bars whose heights represent the frequencies of representative categories is called a bar graph. A circle divided into portions that represent the relative frequencies or percentages of a population or a sample belonging to different categories is called a pie chart.
1.4.3 Graphical representation of quantitative data

A frequency distribution for quantitative data lists all the classes and the number of values that belong to each class. Data presented in the form of a frequency distribution are called grouped data. The class boundary is the midpoint of the upper limit of one class and the lower limit of the next class, while class width = upper boundary – lower boundary. 

The class width is also known as the class size.



The class midpoint or mark = 
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Approximate class width = 
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The relative frequencies and percentages for a quantitative data set are calculated as follows:



Relative frequency of a class = 
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Percentage = Relative frequency × 100

A histogram is a graph in which classes are marked on the horizontal axis and the frequencies, relative frequencies or percentages are marked on the vertical axis. The frequencies, relative frequencies, or percentage are represented by the heights of the bars. In a histogram, the bars are drawn adjacent to each other.

A cumulative frequency distribution gives the total number of values that fall below the upper boundary of each class.


Cumulative relative frequency = 
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Cumulative frequency = Cumulative relative frequency × 100 
                                               (7)

When plotted on a graph, the cumulative frequencies give a curve that is called an ogive. Thus, an ogive is a curve drawn for the cumulative frequency distribution by joining with straight lines the dots marked above the upper boundaries of classes at height equal to the cumulative frequencies of respective classes.

Example E1

Out of 27 randomly selected families in a small town, the following data give the number of children less than 18 years of age.


1
0
2
4
4
2
3
2
0


2
0
0
0
0
1
4
0
2


0
2
0
2
3
2
1
2
2

a)  Construct a frequency distribution table using single-valued classes

b)  Compute the relative frequencies and percentages for all classes

c)  Find the number of families with one or two children under 18 years of age

d)  Find the number of families with two or three children under 18 of age

e)  Draw a bar graph for the frequency distribution

Solution:

a) and (b) The frequency distribution, relative frequencies and percentages are shown in Table E1.

c) Number of families with one or two children under 18 years of age =3+10=13

d) Number of families with two or three children under 18 years of age =10+2=12

e) The bar graph for the frequency distribution is shown in Figure E1.

Table E1

	Number of children less than 18 years of age

[i]
	Frequency

[Number of such families]
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	Cumulative

Relative frequency
	Percentage

Relative frequency

[Probability]

	0

1

2

3

4
	9

3

10

2

3
	9/27   = 0.334

3/27   = 0.111

10/27 = 0.370

2/27   = 0.074

3/27   = 0.111
	0.334

0.334+0.111=0.445

0.445+0.370=0.815

0.815+0.074=0.889

0.889+0.111=1.0
	33.4

11.1

37.0

7.4

11.1

	Totals
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	1.0
	1.0
	100
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                 Figure E1.  Bar graph of frequency distribution

1.5
Numerical summary measures


There are three basic numerical summary (descriptive) measures used to organize and display large data sets. They are:

1. Measures of central tendency

2. Measures of dispersion or scatter and

3. Measures of position

1.5.1
Measures of central tendency for ungrouped data 

A data set is generally represented by numerical summary measures called the typical values. A measure of central tendency gives the center of a histogram or a frequency distribution curve. There are three measures of central tendency: the mean, the median, and the mode.

1.5.2
 Mean for ungrouped data

The mean, also called the arithmetic mean or average, for ungrouped data is obtained by dividing the sum of all values by the number of values in the data set. Thus,



Mean for population data 
( = 
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Mean for sample data 
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where ( is the population mean, (x is the sum of all values, N is the population size, 
[image: image14.wmf]x

 is the sample mean, and n is the sample size.

Sometimes a data may contain a few very small or a few very large values. Such values are called outliers or extreme values.

1.5.3
 Median

The median is the value of the middle term in a data set that has been ranked in either increasing or decreasing order. Median for ungrouped data = the value of the 
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th term in a ranked data set. If the given data set represents a population, replace n by N. If the number of observations in a data set is odd, then the median is given by the value of the middle term in the ranked data. Similarly, if the number of observations is even, then the median is the average of the values of the two middle terms.

1.5.4
 Mode

The mode for an ungrouped data is the value that occurs with the highest frequency in a data set. A data set with only one value occurring with highest frequency has only one mode and such a data set is called unimodal. A data set with two values occurring with the same (highest) frequency has two modes. The distribution in this case is called bimodal. If more than two values in a data set occur with the same (highest) frequency, then the data set contains more than two modes and it is said to be multi modal. It should be noted here that a data set with each value occurring only once has no mode.

1.5.5
 Empirical relation between mean, median and mode
For unimodal frequency curves which are moderately skewed (asymmetrical), we have the empirical relation




Mean – Mode = 3(Mean – Median)



   (9a)

In Figures 1.1(a) and 1.1(b) are shown the relative positions of the mean, median and mode for frequency curves which are skewed to the right and left respectively.  For symmetrical curves of the mean, mode and median all coincide.

[image: image89.wmf]2

1

()

x

x

fxdx

ò




Fig.1.1 (a)




Fig. 1.1(b)

Example E2

The following are the ages of 15 employees of a manufacturing company.
65, 38, 52, 27, 24, 45, 49, 50, 26, 37, 44, 52, 41, 60, 39

Calculate the mean, median, and mode.

Solution:

(a)
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(b)
Rearrange the given data in an increasing order gives

24, 26, 27, 37, 38, 39, 41, 44, 45, 49, 50, 52, 52, 60, 65

Position of the middle term 


Hence, the median is the value of the middle term in the ranked data.

Median = 44 years

(c)
In the data set, 52 occur twice and each of the remaining values occurs only once. Therefore, Mode = 52

1.5.6
Measures of dispersion for ungrouped data

The mean, median and mode are not sufficient measures to reveal the shape of the distribution of a data set. The measures that show the spread of a data set are called the measures of dispersion. There are three measures of dispersion: range, variance, and standard deviation.

1.5.7
 Range for ungrouped data

The range is the difference between the largest and smallest values in the data.

The range for ungrouped data = Largest value – Smallest value.

The range is not a very satisfactory measure of dispersion.

1.5.8
 Variance and standard deviation

The value of the standard deviation tells us how closely the values of a data are clustered around the mean. In general, a lower value of the standard deviation for a data set indicates that the values of that data set are spread over a relatively smaller range around the mean. On the other hand, a larger value of the standard deviation for data set indicates the value of that data set is spread over a relatively larger range around the mean. The standard deviation is the most used measure of dispersion. The formulas for calculating the variance and standard deviation are as follows:

Variance for ungrouped data
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where (2 is the population variance, s2 is the sample variance, (x – () or (x – 
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) is the deviation of x value from the mean, ( is the population mean, 
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 is the sample mean, N is the population size and n is the sample size.

The quantity (x –() or (x –
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) in Eqs. (10) and (11) is called the deviation of the x value from the mean. The sum of the deviations of the x values from the mean is always zero. That is 
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may not necessarily be zero.

Standard deviation

The population standard deviation ( = 
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The sample standard deviation s = 
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A numerical value such as the mean, median, mode, range, variance, or standard deviation computed for a population data set is called a population parameter, or simply a parameter. A summary measure calculated for a simple data set is called a sample statistic or simply a statistic.

Example E3

The following data gives the number of years of service of 15 employees in a manufacturing company.

5, 9, 7, 6, 24, 11, 4, 13, 10, 9, 20, 8, 19, 17, 25

Calculate the range, mean, variance, and standard deviation.

Solution:

The calculations are summarized in Table E3
Table E3

	Number of years of service

x
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	(x – 
[image: image34.wmf]x

)
	(x – 
[image: image35.wmf]x

)2
	x2

	5
	12.4667
	-7.4667
	55.75116
	25

	9
	12.4667
	-3.4667
	12.0178
	81

	7
	12.4667
	-5.4667
	29.88448
	49

	6
	12.4667
	-6.4667
	41.81782
	36

	24
	12.4667
	11.5334
	133.0177
	576

	11
	12.4667
	-1.4667
	2.151121
	121

	4
	12.4667
	-8.4667
	71.6845
	16

	13
	12.4667
	0.5334
	0.284441
	169

	10
	12.4667
	-2.4667
	6.084461
	100

	9
	12.4667
	-3.4667
	12.0178
	81

	20
	12.4667
	7.5334
	56.75106
	400

	8
	12.4667
	-4.4667
	19.95114
	64

	19
	12.4667
	6.5334
	42.6844
	361

	17
	12.4667
	4.5334
	20.55108
	289

	25
	12.4667
	12.5334
	157.0844
	625

	Totals: 187
	187.0
	0
	661.7334
	2993


n = 15

Hence mean = 
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=
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= 187.0/15 = 12.4667
Range = Largest value - Smallest value = 25-4 =21 years

Variance 
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Standard deviation 
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1.5.9
Mean, variance and standard deviation for grouped data

Mean for population data: 
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where m is the midpoint and f is the frequency of a class.

Population variance:
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Sample variance:
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where m is the midpoint and f is the frequency of a class.


The population standard deviation ( = 
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The sample standard deviation s = 
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Example E4

Table E4 gives the frequency distribution of the number of orders received each day during the past 30 days at a manufacturing company.

Table E4

	Number of orders
	Number of days

	10-12
	4

	13-15
	8

	16-18
	12

	19-21
	6


Calculate the mean, variance and standard deviation.

Solution:
Table E4 (a) summarizes the details of the calculations.

Table E4 (a)

	Number of orders
	f
	m
	mf
	m2f
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	10-12
	4
	11
	44
	484
	16
	-5
	25
	100

	13-15
	8
	14
	112
	1568
	16
	-2
	4
	32

	16-18
	12
	17
	204
	3468
	16
	1
	1
	12

	19-21
	6
	20
	120
	2400
	16
	4
	16
	96

	Totals
	30
	
	480
	7920
	
	
	
	240


n = 30

(a) Hence mean = 
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(b)
Sample variance:
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(c)
Standard deviation = s = 
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Alternate method:

Sample variance:
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Standard deviation = s = 
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1.5.10
Measures of position

A measure of position determines the position of a single value in relation to other values in a sample or a population data set. The measures of position considered here are the quartiles, percentiles, and percentile ranks.

1.5.11
 Quartiles and interquartile range

Quartiles are three summary measures that divide a ranked data set into four equal parts. The second quartile (denoted by Q2) is the same as the median of a data set. The first quartile (denoted by Q1) is the value of the middle term among the observations that are less than the median, and the third quartile (denoted by Q3) is the value of the middle term among the observations that are greater than the median. Q1, Q2, and Q3
  are at positions 1(n+1)/4, 2(n+1)/4 and 3(n+1)/4 respectively (see Figure 1).The difference between the third and the first quartile gives the interquartile range. Hence,


IQR = Interquartile range = Q3 – Q1

Percentiles are the summary measures that divide a ranked data set into 100 equal parts. Pike denotes the kth percentile where k is an integer in the range 1 to 99. The value of the kth percentile, denoted by Pk is given by Pk = the value of the 
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 term in a ranked data set,  where k denotes the number of the percentile and n represents the sample size.



Percentile rank of xi = 
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In addition to central tendency and dispersion, two other measures are used to describe data sets: the skewness coefficient and the kurtosis coefficient.

The skewness coefficient describes the asymmetry of the data set about the mean. Kurtosis is a measure of the peakedness of the data set. It also viewed as a measure of the “heaviness” of the tails of a distribution.

Figure 1.2(a) describes the positions of the three quartiles.  Figure 1.2 (b) shows the positions of the 99 percentiles.

Each of these portions contain 25% of the 

Observations of a data set arranged in increasing order


	25%
	25%
	25%
	25%






  Q1
          Q2
      Q3
Fig 1.2(a) Quartiles

Each of these portions contains 1% of the

Observations of a data set arranged in increasing order.


	1%
	1%
	1%
	
	1%
	1%
	1%


        P1
        P2         P3






 P97
 P98     P99
Fig. 1.2(b) Percentiles

Skewness
Skewness is the degree of asymmetry, or departure from symmetry, of a distribution.  If the frequency curve (smoothed frequency polygon) of a distribution has a longer “tail” to the right of the central maximum than to the left, the distribution is said to be skewed to the right or to have positive skewness.  If the reverse is true it is said to be skewed to the left or to have negative skewness.

For skewed distributions the mean tends to lie on the same side of the mode as the longer tail (see Figs. 1.1(a) and (b)).  Thus a measure of asymmetry is supplied by the difference (Mean-Mode).  This can be made dimensionless on division by a measure of dispersion, such as the standard deviation, leading to the definition




Skewness = 
mean-mode 
=   X – mode

                 (13a)





        Standard deviation            s

Kurtosis
Kurtosis is the degree of peakedness of a distribution, usually taken relative to a normal distribution.  A distribution having a relatively high peak such as the curve of Fig. 1.3(a) is called leptokurtic, while the curve of Fig. 1.3(b) which is flat-topped is platykurtic.  The normal distribution, Fig. 1.3 (c), which is not very peaked or very flat-topped is called mesokurtic.






(a) Leptokurtic
(b) Platykurtic
(c) Mesokurtic

Fig. 1.3
Example E5

The number of hours worked by 24 employees of a company is given below:

40
43
40
39
36
44
40
39

39
52
27
50
41
47
40
48

38
36
25
41
35
36
16
40

a)  Calculate the three quartiles and the interquartile range

b)  Fine the approximate value of the 81st percentile

c)  Calculate the percentile rank of 37

Solution:

 a) The ranked data is

16 25  27  35 36  36  36  38  39  39  39  40  40  40  40  40  41  41  43  44  47  48  50  52

Q1 corresponds to the 1[n+1]/4 term in the ranked data set or [24+1]/4 = 6th & 7th term.

Q2 corresponds to the 2[n+1]/4 term in the ranked data set or [24+1]/2 = 12th & 13th term.

Q3 corresponds to the 3[n+1]/4 term in the ranked data set or 3[24+1]/4 =18th & 19th term.
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IQR = Interquartile range = Q3 - Q1 = 42.5 - 36 = 6.5

b)               


Thus, the 81st percentile can be approximated by the value of the 19th term in the ranked data, which is 43. Hence P81 = 45

c) Seven values in the given data are smaller than 37.
Therefore, the percentile rank of 37 = (7/24) 100 = 29.17%

1.6     Probability

Inferential statistics deals with the information obtained from part of a population (a sample) to draw conclusions about the entire population, there is an uncertainty about whether our conclusions are correct or not.  Hence, there is a great need to be familiar with uncertainty in order to understand, develop and apply the methods of inferential statistics.  The science of uncertainty is known as the probability theory.  Probability theory helps us to assess and control the likelihood that a statistical inference is correct and provides the analytical basis for inferential statistics.  The term probability is used to describe the uncertainty probability, which measures the likelihood that an event will occur, is an important part of statistics. Probability theory is used extensively in analyzing decision-making situations that involve risk or incomplete information.

1.6.1 Experiment, outcome and sample space

An experiment is a process that, when performed, results in one and only one of many observations.  These observations are known as the outcomes of the experiment.  The collection of all outcomes for an experiment is called a sample space.  The elements of a sample space are called sample points.  The sample space for an experiment can be described by drawing either a Venn diagram or a tree diagram.  A Venn diagram is a picture that depicts all the possible outcomes for an experiment.  In a tree diagram, a branch of the tree represents each outcome.

1.6.2 Simple and compound events
An event is a collection of one or more of the outcomes of an experiment.  An event may be simple event or a compound event as shown in Figure 1.4.  A simple event is also called an elementary event, and a compound event is also called a composite event.

An event that includes one and only one of the final outcomes for an experiment is called a simple event and is generally denoted by Ei.  A compound event is a collection of more than one outcome of an experiment.

The probability that a simple event Ei will occur is denoted by P (Ei), and the probability that P (A) denotes a compound event A will occur.


Figure 1.4 Classification of an Event

1.6.3 Properties of probability

The basic properties of probabilities are:

1. The probability of an event always lies in the range of 0 and 1.  That is 

	0 ( P (EI) ( 1
	Simple event

	0 ( P (A) ( 1
	Compound event


2. The sum of the probabilities of all simple events or final outcomes for an experiment, denoted by ( P (Ei), is always equal to 1. Hence



( P (Ei) = P (E1) + P (E2) + … = 1          




      (14)

3. The probability of an event that cannot occur is 0.  (An event that cannot occur is called an impossible event)

4. The probability of an event that must occur is 1.  (An event that must occur is called a certain event)

1.6.4 Venn diagram

Graphical displays of events are helpful for explaining and understanding probability.  Venn diagrams, named after English logician John Venn (1834 – 1923) are considered one of the excellent ways to visually display events and relationships among events.  The sample space is shown as a rectangle and the various events are drawn as circles (or other geometric shapes) inside the rectangle. Venn diagram for one event is shown in Figure 1.5.


  
a) Event A


    b) Complement of event A (A1)


   c) Union of events A and B (A
[image: image63.wmf]È

B)               d) Intersection of events A and B (A∩B)
  
       Event A or B                                                    Event (A and B)






Figure 1.5   Venn Diagrams

1.6.5 Probability tree or tree diagram

In a tree-diagram, each outcome is represented by a branch of the tree. Venn and tree diagrams help us to understand probability concepts by presenting them visually. 

Various events are drawn as circles (or other geometric shape such as a rectangle, a square, or a circle) that depicts all the possible outcomes for an experiment.  For instance, the shaded regions of the four Venn diagrams of Figure 1.5 represents respectively, event A, the complement of event A, the union of events A and B, and the intersection of events A and B.  

If  A and B are any two subsets of a sample space S, their union A
[image: image64.wmf]È

B is the subset of S that contains all the elements that are either in A, in B, or in both; their intersection A∩B is the subset.  S that contains all the elements that are in both A and B; on the complement A( of A is the subset of S that contains all the elements of S that are not in A.

Figure 1.6(a) indicates that events A and B are mutually exclusive, that is, the two sets have no elements in common (or the two events cannot both occur).  This is written as A∩B =(, where  ( denotes the empty set, which has no elements at all.  Figure 1.6(b) shows that A is contained in B; we write this as A ( B.



    a) Event A and B Mutually Exclusive
                  b) Event A Contained in Event B


Figure 1.6 Venn Diagram Sharing Special Relationships Among Events A and B

Example E6 

A bin contains a certain number of manufactured mechanical components, a few of which are defective.  Two components are selected at random from this bin and inspected to determine if they are non-defective or defective.  How many total outcomes are possible? Draw a tree diagram for this experiment.  Show all the outcomes in a Venn diagram.

Solution:
Let G = the selected component is good

D = the selected component is defective

The four outcomes for this experiment are:  GG, GD, DG, and D.

The Venn and tree diagrams are shown in Figure E 2.13 (a) and (b) 
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          (a) Venn Diagram


               (b) Tree Diagram



   Figure E6 Venn and Tree Diagrams

Example E7  
In Figure E7, H is the event that an employee has health insurance and D is the event that the employee has disability insurance. 
(a) Express in words what events regions 1, 2, 3, and 4 represent.

(b) What events are represented by regions 1 and 2 together

(c) Regions 2 and 4 together

(d) Regions 1, 2, and 3 together

(e) Regions 2, 3, and 4 together. 


Fig. E7   Venn Diagrams

Solution:

(a) 1: the employee has health insurance and disability insurance

2: the employee has health insurance but no disability insurance

3: the employee has disability insurance but no health insurance

4: the employee has neither health insurance nor disability insurance.

(b) the employee has health insurance

(c) the employee does not have health insurance

(d) the employee has either health or disability insurance, but not both

(e) the employee does not have both kinds of insurance.

1.6.6 Approaches to probability

There are three conceptual approaches to probability. They are 

(1) classical probability,

(2) the relative frequency concept of probability and

(3) the subjective probability concept.

1.6.6.1 Classical probability

Two or more outcomes or events that have the same probability of occurrence are said to be equally likely outcomes or events.  If E is an event, then P (E) stands for the probability that event E occurs.


P (Ei) = 
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P (A) = 
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1.6.6.2 Relative frequency concept of probability

If an experiment is repeated n times and an event A is observed f times, then 


P (A) = 
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f
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The law of large numbers states that if an experiment is repeated again and again, the probability of an event obtained from the relative frequency approaches the actual or theoretical probability.

1.6.6.3 Subjective probability

Subjective probability is assigned arbitrarily.  It is the probability assigned to an event based on subjective judgment, experience, information and belief.

1.6.6.4 Marginal probability

Marginal probability is the probability of a single event without consideration of any other event.  Marginal probability is also known as simple probability.

1.6.6.5 Conditional probability

It is the probability that an event will occur given that another event has already occurred.

If A and B are two events, then the conditional probability of A and B is written as P (A/B) and read as “the probability of A given that B has already occurred”.

1.6.7 Events

Events that cannot occur together are known as mutually exclusive events.  Two events are said to be independent, if the occurrence of one does not affect the probability of the occurrence of the other.  Thus, if A and B are independent events, then either P (A/B) = P (A) or P (B/A) = P (B).  If the occurrence of one event affects the probability of the occurrence of the other event, then the two events are said to dependent events. 

Hence, two events will be dependent if either P (A/B) ( P (A) or P (B/A) ( P (B).  Two events are either mutually exclusive or independent.  That is, mutually exclusive, events are always dependent, and dependent and independent events are never mutually exclusive.  Similarly, dependent events may or may not be mutually exclusive.

Two mutually exclusive events that are taken together include all the outcomes for an experiment are called complementary events. Thus, the complement of event A, denoted by 
[image: image68.wmf]A

 is the event that includes all the outcomes for an experiment that are not in A.  It is clear that

P (A) + P (
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Also 

P (A) = 1 – P (
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The intersection of two events is given by the outcomes that are common to both events.  If A and B are two events defined in a sample space, then, the intersection of a and B represent the collection of all outcomes that are common to both A and B and is denoted by A and B or A B or AB. 

Example E8

Table E8 gives a percentage distribution for the number of years of school completed by adult employees, 25 years old or over in a manufacturing company.

Determine the probability that an employee randomly selected 

(a) Has completed 8 years of school or less.

(b) Has completed 12 years of school or less.

(c) Has completed 13 years of school or more.

(d) Interpret each of your answers in (a) – (c) in terms of percentages.

Table E8

	Years completed
	Percentage
	Event

	0-4
	2
	A

	5-7
	4
	B

	8
	5
	C

	9-11
	11
	D

	12
	40
	E

	13-15
	20
	F

	16 or more
	18
	G


Solution:

(a) P (the employee has completed 8 years of school or less) = P (A) + P (B) + P (C)


= 0.02 + 0.04 + 0.05 = 0.11

(b) P (the employee has completed 12 years of school or less) 


= P (A) + P (B) + P (C) + P (D) + P (E)


= 0.02 + 0.04 + 0.05 + 0.11 + 0.40 = 0.62

(c) P (the employee has completed 13 years of school or more) 


= P (F) + P (G) = 0.20 + 0.18 = 0.38

(d) The interpretation of each of the results above in terms of percentages is as follows:

(a) 11% the adults aged 25 years old and over have completed 8 years of school or less

(b) 62% of the adults aged 25 years old and over have completed 12 years of school or less

(c) 38% of the adults aged 25 years old and over have completed 13 years of school or more.

Example E9
Refer to Example E8.  Determine the probability that a randomly selected adult employee 25 years old or over has completed 

(a) less than 4 years of college

(b) 8 years or more of school

Solution: 

(a) P (less that 4 years of college

= 1 – P (at least 4 years of college)

= 1- P (G) = 1 – 0.18

      = 0.72

(b) P (at least 8 years of school)

= 1 – P (less than 8 years of college)

= 1 – P (A) = 1 – 0.02 

= 0.98

1.6.7.1 Special addition rule

If event A and event B are mutually exclusive, then 


P (A or B) = P (A) + P (B)                                                                 
      (20)

Generalizing, if events A, B, C, …, are mutually exclusive, then

P ( A or B or C or …) = P (A) + P (B) + P (C) + …                         
      (21)

Therefore, for mutually exclusive events, the probability that one or another of the events occurs equals to the sum of the individual probabilities.

1.6.7.2  The general addition rule

For events that are not mutually exclusive, the general addition rule is applied.  Referring to Figure 4, we see that



P (A or B) = P (A) + P (B) – P (A and B)       



     (22)

For any two events, the probability that one or the other occurs equals the sum of the individual probabilities less the probability that both occur.


Figure 1.7 Non-mutually Exclusive Events

Example E10

In a particular corporation, 56% of the employees are white, 95% are male, and 53% are white males.  For a randomly selected employee, let

W = Event the employee selected is white

M = Event the employee selected is male

(a) Find P (W), P (M), and P (W and M)

(b) Determine P (W or M) and express the answer in percentages

(c) Find the probability that a randomly selected employee is female.

Solution: 

(a) P (W) = 0.56

     P (M) = 0.95

     P (W or M) = 0.53

(b) P (W or M) = 0.56 + 0.95 – 0.53 = 0.98

     98% of the employees are either white or male.

(c) P (F) = 1 – 0.95 = 0.05 
  

1.6.7.3 Conditional probability
The conditional probability of an event is the probability that the event occurs under the assumption that another event has occurred. The probability that event B occurs given that event A has occur is called a conditional probability.  It is denoted by the symbol P (B/A), which is read as “the probability of B given A”.  A is called the given event.

1.6.7.4   Joint and marginal probabilities

Data obtained by observing values of one variable of a population are known as univariate data.  Data obtained by observing two variables of a population are called bivariate data, and a frequency distribution for bivariate data is called a contingency table or two –way table.

1.6.7.5 Conditional probability rule

If A and B are any two events, the
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That is, for any two events A and B, the conditional probability that one event occurs given that the other event has occurred equals the joint probability of the two events divided by the probability of the given event.

Example E11  

The number of two door cars and four door vehicles in use by the employees of a company by age are as shown in the following Table E11. For a randomly selected vehicle (2 Door or 4 Door), determine the probability that the vehicle selected

(a) Is under 6 years old.

(b) Is under 6 years old, given that it is a 2 Door. 

(c) Is a 2 Door.

(d) Is a 2 Door; given that it is under 6 years old in terms of percentages.

(e) Interpret your answers in (a) to (c) in terms of percentages.

Table E11

	Age (years)
	Type

	
	2 Door T
	4 Door F
	Total

	Under 6

A1
	25
	45
	70

	6 – 8

A2
	15
	5
	20

	9-11

A3
	20
	10
	30

	12 and over

A4
	13
	7
	20

	Total
	73
	67
	140


Solution: 

The probability that the vehicle selected is

(a) Under 6 years old is 70/140 = 0.5

(b) Under 6 years old, given that it is a 2 Door car, is 25/73 = 0.343

(c) A 2 door car is 73/140 = 0.521

(d) A 2 door car; given that it is under 6 years old, is 25/70 = 0.357

(e) (i) 50% of all vehicle are under 6 years old

(ii) 34.3% of all 2-door cars are under 6 year old

(iii) 52.1% of all vehicles are 2 door

(iv) 35.7% of all vehicles under 6 years old are 2 door cars.

Example E12

Table E12 presents a joint probability distribution for engineers and scientists by highest degree obtained in a particular R & D corporation.

Table E12

	
	
	Type
	

	Highest Degree
	Engineer, T1
	Scientist, T2
	P (DI)

	Bachelors, D1
	0.35
	0.29
	0.64

	Masters, D2
	0.10
	0.2
	0.30

	Doctorate, D3
	0.02
	0.025
	0.045

	Other, D4
	0.01
	0.005
	0.015

	P (TI)
	0.48
	0.52
	1.0


Determine the probability that the person selected is 

(a) Is an engineer.

(b) Has a doctorate.

(c) Is an engineer with a doctorate?

(d) Is an engineers given the person has a doctorate.

(e) Has a doctorate; given the person is an engineer.

(f) Interpret your answers in (a) – (e) in terms of percentages.

Solution:  

The probability that the person selected

(a) is an engineer is 0.48

(b) has a doctorate is 0.045

(c) is an engineer with a doctorate is 0.02

(d) is an engineer, given that the person has a doctorate, is 0.02 / 0.045 = 0.444

(e) has a doctorate, given that the person is an engineer, is 0.02 / 0.48 = 0.0417

(i) 48% of all engineers and scientists are engineers

(ii) 4.5% of all engineers and scientists have doctorates

(iii) 2% of all engineers and scientists are engineers with a doctorate

(iv) 44.4% of all engineers and scientists with doctorates are engineers

(v) 4.17% of all engineers have doctorates.

1.6.7.6  The multiplication rule

The conditional probability rule is used to compute conditional probabilities in terms of unconditional probabilities:



P (B/A) = 
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or 

P (A and B) = P (A) . P (B/A)

       



      (25)

Thus, for any two events, their joint probabilities are equals the probability that one of the events occurs times the conditional probability of the other event given that event.  

Example E13
A frequency distribution for the class level of students in “Introduction to JAVA programming” course is as given in Table E13.

Table E13

	Class
	Frequency

	Freshman
	5

	Sophomore
	14

	Junior
	11

	Senior
	6

	Total
	36


Two students are randomly selected without replacement.  Find the probability that

(a) The first student selected is a junior and the second a senior

(b) Both students selected are sophomores

(c) What is the probability that one of the students selected is a freshman and the other a sophomore?

Solution:

Let Fi = Freshman on selection i, where i = 1, 2

Si = Sophomore on selection i, where i = 1,2

Ji = Junior on selection i, where i = 1,2

Hi = Senior on selection i, where i = 1,2

(a) P (J1 and H2) = (11/36)/ (6/35) = 0.0524

(b) P (S1 and S2) = (14/36) (13/35) = 0.1444

(c) The probability that one of the students selected is a freshman and the other student selected is a sophomore is:



P (F1 and S2) + P (S1 and F2) = 0.0555 + 0.0555 = 0.111

1.7
Random variables
A random variable is a variable whose value is determined by the outcome of a random experiment.  Random variables are numerical-valued whose observed values the laws of probability govern. A random variable can be discrete or continuous. A random variable whose values are countable is called a discrete random variable. Some examples of this are the number of students in a class, toss of a coin, the number of customers visiting a bank during a given hour, the number of cars sold at a dealership in a given month, color of a ball drawn from a collection of balls etc.  On the other hand, a random variable that can assume any value in one or more intervals is called a continuous random variable. Examples of this are the height of a person, diameter  of a manufactured shaft, time to failure of a component, repair time, the price of an automobile, the time taken to complete a medical examination, duration of a snow storm etc.

1.7.1 
Probability distribution of a discrete random variable

The probability distribution of a discrete random variable lists all the possible values that the random variable can assume and their corresponding probabilities. There are two characteristics associated with the probability distribution of a discrete random variable. They are;


1.
0 ( P (x) ( 1 
for each value of x

2.
( P (x) = 1

1.7.2
Mean and standard deviation of a random variable

The mean of a discrete random variable x is the value that is expected to occur per repetition on average, if an experiment is repeated a large number of times. It is given by



 ( = (x P (x)                                                                                                       (26)

where ( is the mean of a discrete random variable. The mean of a discrete random variable x is also called its expected value E(x) and is given by



E(x) = (x P (x) 






                   (27)

The standard deviation of a discrete random variable x measures the spread of its probability distribution and is given by
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Example E14

Table E14 lists the probability distribution of x, where x is the number of defects contained in a randomly selected manufactured product. Find the mean and standard deviation of x.

Table E14

	x
	0
	1
	2
	3
	4

	P(x)
	0.41
	0.12
	0.15
	0.13
	0.19


Solution:

The detailed calculations are summarized in Table E14(a).

Table E14(a)

	x
	P(x)
	x P(x)
	x2 P(x)
	(
	(x-()
	(x-()2
	(x-()2 P(x)

	0

1

2

3

4
	0.41

0.12

0.15

0.13

0.19
	0

0.12

0.30

0.39

0.76
	0

0.12

0.60

1.17

3.04
	1.57

1.57

1.57

1.57

1.57
	-1.57

-0.57

0.43

1.43

2.43
	2.4649

0.3249

0.1849

2.0450

5.9050
	1.01061

0.03899

0.02773

0.26584

1.12193

	Total   
	1.00
	(x P(x) 

= 1.57
	(x2P(x)

= 4.93
	
	
	
	((x-()2 P(x)

= 2.4651


Mean ( = (x P(x) = 1.57 defects

Standard deviation  
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1.8 Continuous distribution
Continuous random variables may assume an infinite number of values over a finite or infinite range.  The probability distribution of a continuous random variable X(s) is often called the probability density function f(x).  The total area under the probability density function is 1.

1.8.1
Normal distribution [Source: Mann, S. S., Introductory Statistics, 4th ed., Wiley, New York, 2001.]
To perform a statistical analysis of data that approximates a symmetrical distribution, we use a special theoretical distribution called a normal distribution or Gaussian distribution, named after the German mathematician Carl Gauss (1777-1855). A normal distribution is a curve with a characteristic bell shape that is symmetrical about the mean and extends indefinitely in both directions, as illustrated in Fig.1.8. 

Fig. 1.8 Normal distribution.
The bell-shaped asymptotically approaches the horizontal axis on both sides and is symmetrical about the mean. The location and shape of the normal distribution is specified by two quantities, the mean (, which locates the center of the distribution and the standard deviation (, which describes the dispersion or spread of the data around the mean. The normal distribution is given by the mathematical function
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where x represents the continuous quantity being studied. This equation can be used to find the probability that the quantity being studied will fall into a particular range of values. Such a probability is represented by the area under the portion of the curve corresponding to that range. From calculus, the area under a curve is found by integrating over the interval of interest. Thus, area (probability) for a specific range of x values is given by the relation



Area = 
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where x1 and x2 are the lower and upper bounds for the range of interest, as shown in Fig.1.8, and the function f(x) is given by Eq. (29). This integration is cumbersome, so a special table has been developed that eliminates the need for performing the integration every time a new problem arises. The use of the table will be discussed later.
Eq. (30) yields an area that reflects specific values of the mean ( and the standard deviation (. This means that a separate table would have to be prepared for every different value of ( and (, which would be extremely inconvenient. To avoid this difficulty, a transformation is applied to the normal distribution function given by Eq. (29) such that a single table can be used. Applying the transformation
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normalizes the distribution to a standard normal distribution that has ( = 0 and ( = 1. Hence, Eq. (29) becomes
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In order to find areas under the standard normal curve, we convert x values into z values by using Eq. (31). The transformation results in a change of scale for the normal distribution shown in Fig.1.7. The x scale has a mean of ( and is graduated in terms of positive and negative values of ( from the mean, while the z scale has a mean of 0 and is graduated in terms of positive and negative numbers from the mean. For example, a data value that is 2 standard deviations from the mean (2( from () has a z value of z = (x – ()/( = (2( – 0)/( = 2. The standard normal distribution showing the x and z scales is illustrated in Fig.1.8. Consequently, the area under a specified portion of the standard normal distribution curve is given by the relation


Area = 
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      (33)

where z is the transformed variable given by Eq. (31) and z1 and z2 are the lower and upper bounds, respectively, for the interval of interest.

Earlier, we mentioned that the integration of the normal distribution function is cumbersome, necessitating the use of a special table. The transformation leading to Eq. (33) does not make the integration any easier, but the transformation permits us to develop a single table that can be used for all values of ( and (. As shown in Fig.1.9, the standard normal distribution is symmetrical about z = 0, so we need only to evaluate the integral in Eq. (33) from z = 0 to z = z2 to find any area of interest. The integration in Eq. (33) has been evaluated over intervals from 0 to z, where z assumes a range of values from 0 to about 4. The results are presented in Table 1.1. 

Fig. 1.9 Standard normal distribution, showing the transformed scale.

Before using Table 1.1 to work some examples, let’s explain how to read the table. The first column in the table contains z values from 0 to 3.9 in increments of 0.1. The numbers in the top row are used if the value of z has nonzero hundredths digit. For example, the area under the curve from z = 0 to z = 1.50 is 0.4332. The area under the curve from z = 0 to z = 1.57 is 0.4418. Because the distribution is symmetrical about z = 0, we can deal with negative z values as well. For example, the area under the curve from z = –1.46 to z = 0 is 0.4279. The area under the curve from z = –2.33 to z = 1.78 is (0.4901 + 0.4625) = 0.9526. Note that the area from z = 0 to z = 3.9 is 0.5000, half the area under the entire curve. For z values greater than 3.9, the normal curve is so close to the horizontal axis that no significant additional area is obtained.

We should not lose sight of the physical significance of these areas. Remember, the area under a specified region of a frequency distribution curve represents the probability that a data value will fall into that region or interval. For example, assuming that our data follows a normal distribution, the probability that a data value will fall into the interval z = –1.32 to z = 0.87 is (0.4066 + 0.3078) = 0.7144, or 71.44 percent. In many engineering applications, we consider data intervals centered on the mean at z = 0 that have spreads with integer values of the standard deviation (. Table 1.1, the probability that a value will lie within one standard deviation of the mean (i.e., within ±1( of () is
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Table 1.1 Areas under the standard normal curve from 0 to z
	z
	.00
	.01
	.02
	.03
	.04
	.05
	.06
	.07
	.08
	.09

	0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

1.1

1.2

1.3

1.4

1.5

1.6

1.7

1.8

1.9

2.0

2.1

2.2

2.3

2.4

2.5

2.6

2.7

2.8

2.9

3.0

3.1

3.2

3.3

3.4

3.5

3.6

3.7

3.8

3.9
	.0000

.0368

.0793

.1179

.1554

.1915

.2258

.2580

.2881

.3159

.3413

.3643

.3849

.4032

.4192

.4332

.4452

.4554

.4641

.4713

.4772

.4821

.4861

.4893

.4918

.4938

.4953

.4965

.4974

.4981

.4987

.4990

.4993

.4995

.4997

.4998

.4998

.4999

.4999

.5000
	.0040

.0438

.0832

.1217

.1591

.1950

.2291

.2612

.2910

.3186

.3438

.3665

.3869

.4049

.4207

.4345

.4463

.4564

.4649

.4719

.4778

.4826

.4864

.4896

.4920

.4940

.4955

.4966

.4975

.4982

.4987

.4991

.4993

.4995

.4997

.4998

.4998

.4999

.4999

.5000
	.0080

.0478

.0871

.1255

.1628

.1985

.2324

.2642

.2939

.3212

.3461

.3686

.3888

.4066

.4222

.4357

.4474

.4573

.4656

.4726

.4783

.4830

.4868

.4898

.4922

.4941

.4956

.4967

.4976

.4982

.4987

.4991

.4994

.4995

.4997

.4998

.4999

.4999

.4999

.5000
	.0120

.0517

.0910

.1293

.1664

.2019

.2357

.2673

.2967

.3238

.3485

.3708

.3907

.4082

.4236

.4370

.4484

.4582

.4664

.4732

.4788

.4834

.4871

.4901

.4925

.4943

.4957

.4968

.4977

.4983

.4988

.4991

.4994

.4996

.4997

.4998

.4999

.4999

.4999

.5000
	.0160

.0557

.0948

.1331

.1700

.2054

.2389

.2704

.2996

.3264

.3508

.3729

.3925

.4099

.4251

.4382

.4495

.4591

.4671

.4738

.4793

.4838

.4875

.4904

.4927

.4945

.4959

.4969

.4977

.4984

.4988

.4992

.4994

.4996

.4997

.4998

.4999

.4999

.4999

.5000
	.0199

.0596

.0987

.1368

.1736

.2088

.2422

.2734

.3023

.3289

.3531

.3749

.3944

.4115

.4265

.4394

.4505

.4599

.4678

.4744

.4798

.4842

.4878

.4906

.4929

.4946

.4960

.4970

.4978

.4984

.4989

.4992

.4994

.4996

.4997

.4998

.4999

.4999

.4999

.5000
	.0239

.0636

.1026

.1406

.1772

.2123

.2454

.2764

.3051

.3315

.3554

.3770

.3962

.4131

.4279

.4406

.4515

.4608

.4686

.4750

.4803

.4846

.4881

.4909

.4931

.4948

.4961

.4971

.4979

.4985

.4989

.4992

.4994

.4996

.4997

.4998

.4999

.4999

.4999

.5000
	.0279

.0675

.1064

.1443

.1808

.2157

.2486

.2794

.3078

.3340

.3577

.3790

.3980

.4147

.4292

.4418

.4525

.4616

.4693

.4756

.4808

.4850

.4884

.4911

.4932

.4949

.4962

.4972

.4979

.4985

.4989

.4992

.4995

.4996

.4997

.4998

.4999

.4999

.4999

.5000
	.0319

.0714

.1103

.1480

.1844

.2190

.2518

.2823

.3106

.3365

.3599

.3810

.3997

.4162

.4306

.4429

.4535

.4625

.4699

.4761

.4812

.4854

.4887

.4913

.1934

.4951

.4963

.4973

.4980

.4986

.4990

.4993

.4995

.4996

.4997

.4998

.4999

.4999

.4999

.5000
	.0359

.0754

.1141

.1517

.1879

.2224

.2549

.2852

.3133

.3389

.3621

.3830

.4015

.4177

.4319

.4441

.4545

.4633

.4706

.4767

.4817

.4857

.4890

.4916

.4936

.4952

.4964

.4974

.4981

.4986

.4990

.4993

.4995

.4997

.4998

.4998

.4999

.4999

.4999

.5000
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 = 2(0.3413) = 0.6826

which means that ±1( about the mean encompasses 68.26 percent of the data. The probability that a value will lie within two standard deviations of the mean (i.e., within ±2( of () is
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 = 2(0.4772) = 0.9544.
which means that ±2( about the mean encompasses 95.44 percent of the data. The probability that a value will lie within the three standard deviations of the mean (i.e., within ±3( of () is
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which means that ±3( about the mean encompasses 99.74 percent of the data. These probabilities are illustrated in Fig.1.10. If we integrate from minus infinity to plus infinity, we obtain a probability of unit, or 100 percent.


Fig. 1.10 Intervals of ±1(, ±2( and ±3(, centered on the mean.

In most statistical analyses of engineering data, we do not know the population parameters ( and (, but we know the mean and standard deviation for a sample taken from a population. As long as the sample size is larger than 30(n > 30), we can substitute the sample parameters for the populating parameters in the normal distribution.
Example E15

In a production run of carbon-composition resistors, the mean resistance is ( = 100 ( and the standard deviation is ( = 4.7 (. Assuming a normal distribution of resistances, what is the probability that a resistor will have a resistance R that lies in the range 95 ( < R < 109 (?

Solution:
In order to use the standard normal curve tabulated in Table 1.1, we must make a transformation to the z variable. We define our lower and upper limits as


x1 = 95
  
x2 = 109

Noting that ( = 100 and ( = 4.7, we obtain
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The probability that a resistor will have a resistance in the interval 95 ( < R < 100 ( is the probability that z will lie in the interval 0 < z < 1.06. Using Table 1.1, we find this probability is 0.3554. Similarly, the probability that a resistor will have a resistance in the interval 100 ( < R < 109 ( is the probability that z will lie in the interval 0 < z < 1.91.
Using Table 1.1 we find that this probability is 0.4719. These two probabilities are represented as areas under the normal curve in Fig.E15. The probability that a resistor will have a resistance in the range 95 ( < R < 109 ( is 0.3554 + 0.4719 = 0.8273. Hence, 82.73 percent of the resistors will have a resistance within this range. The remaining 17.27 percent of the resistors will have resistances that are lower than 95 ( or higher than 109 (.


Fig. E15  Probabilities for Example E15.
1.9
Summary

In this Chapter, the basic terms of statistics are defined. The organization and display of data using tables and graphs, frequency distribution tables for qualitative and quantitative data, construction of bar graphs, histograms, are presented. The numerical summary measures for measure of central tendency, measure of dispersion and measure of position are discussed. The basic concepts of probability and the rules of for computing probability are presented. Random variables and types of random variables are explained. The concept of a probability distribution and its mean and standard deviation are discussed. Special probability distribution for a continuous random variable, namely, the normal distribution is presented. Examples are presented to illustrate the definitions and concepts presented in this chapter.
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SIMPLE EVENT


 (Elementary event)





An event that includes one and only one of the final outcomes of an experiment.
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COMPOSITE EVENT


 (Compound Event)





A collection of more than one outcome of an experiment.
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