EE-387 Probability for Electrical and Computer Engineers
Solution to Assignment 5

Problem 1. (Problem 4.8.7 from Yates and Goodman) Random variables X and Y have joint

PDF
5x2/2 —1<x<1,0<y<x?,

fyv(Xy) =
X’Y( Y) {O otherwise.

Let A= {Y <1/4}. (a) What is the conditional PDF fX_Y|A(x,y)? (b) What is fY|A(y)? (c) What is
E[Y|A]? (d) What is fX‘A(x)? (e) What is E[X|A]?
Solutiont: (a) A={Y <1/4}

1/2 X2 1/4
PIA] = P[Y < 1/4] :/1/2 (/ 5ldy> 2 | (/ 5;( dy) dx—i—g.

Therefore,

e
X YA 0 otherwise.
(b)
fyaly) = / fxva(xy)d
= /1 fXY|A(xydx+/ fXY|A X, y)dx
RAPRCSY
= 2 f X, y)dx
Wy XYIA
80
— Z(1—y3/2
Therefore,

fyaly) = { (-7 0= yé_ 1/4
0 otherwise.
(c) The conditional expectation of Y given Aiis
evial= [ ytamay= [ vy ay= &
(d)
Fxia(X / fxvalxy)d



Since limits will depend on the values of x, we consider for —1/2 <x<1/2,

X120 , 120
bat= [ TR =g

and for -1 <x< —-1/20r1/2 <x<1,

f

1/4 120 2 30 2.
x|alX :/ d

190 YT 19"
Therefore,

I —1<x<-1/2,
Wyt —1/2<x<1/2,
xaX) = D2 1/2<x<1,
0 otherwise.

f

(€)

2 1/2 30
E[X|A :/ x2d / x x2dx = 0.
XIA=/, Ay 19 * Ju2 "1

Problem 2: (Problem 4.9.4 from Yates and Goodman) Random variables X and Y have joint
PDF
2 0<y<x<1
fyboy) =9 & " =Y="=0
0 otherwise.

Find the PDF f, (y), the conditional PDF fX|Y(x\y), and the conditional expected value E[X|Y =].
Solution:

b= [ teolxyax= [ 2dx=21-y)

Therefore,

f p—
YY) { 0 otherwise

and

Xly) = 277 I~y
oy (XY) = fy (y) 0  otherwise.

fy v (XY) { Ao y<x<1,
That is given Y =y, X is uniformly distributed in [y, 1]. The conditional expected value is

14y

E[X|Y:y]:/ xfx‘Y(x|ydx /x—d —
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Problem 3: (Problem 4.11.2 from Yates and Goodman) Random variables X and Y have joint
PDF
fy v(XY) = oo™ (2 A4y,
(a) What are E[X] and E[Y]? (b) Find p, the correlation coefficient of X and Y. (c) What are Var[X]
and Var[Y]? (d) What is the constant c? (e) Are X and Y independent?
Solution: (a) By matching the given joint PDF with the joint PDF of bivariate Gaussian, we

obtain the following equations

2
<X_oi[X]) =41=p"
y—EN]\?
( - )—8(1—p2)y2
2p
oo, ~8=PY)

The first two equations give E[X] = E[Y] = 0.
(b) The find the correlation coefficient p, we observe that

oy =1/V4(1-p?) o, =1//8(1-p?).

Using gy and g, in the third equation yields p = 1/V2.
(c) Since p = 1/v/2, now we can solve for Oy and oy and get

o =1/vV2 a,=1/2.

(d) From here we can solve for c as
B 1 2
2noyo /1—p2 T
(e) X and Y are dependent because p # 0.
Problem 4: (Problem 4.11.8 from Yates and Goodman) Let X; and X, have a bivariate Gaussian
PDF with correlation coefficient p;, such that each X; is a Gaussian random variable with mean y;

c

and variance 2. Show that Y = X, X, has variance
Var[Y] = 0703 (1+ pdo) + O U5 + U 05 — ufH3.
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Hints: Use the iterated expectation to calculate
E[X{X3] = E[EXEXEIX)]-

Solution: Omitted.

Problem 5: (Problem 6.2.3 from Yates and Goodman) Random variables X and Y are indepen-
dent exponential with expected values E[X] =1/A and E[Y] =1/u. If 4 # A, what is the PDF of
W=X+Y?If u=A,whatis f,(w)?

Solution: PDF of W can be obtained by convolving two exponential distributions. (a) For
A# 1,

fy (W) = /_oofx(t)fY(w—t)dt
= /W)\e)‘tue“(""t)dt
0

AU oW o—AWw
= Aue‘“w/we—(/\—u)tdt _ ) iqle e w>0,
° 0 otherwise.
(b) for A = p, previous expression becomes invalid because zero will appear in the denominator.

However, PDF of W can again be obtained similarly as

fy(W) = / AeMre AWty

R 2We—"W w>0,
0 otherwise.

Note that when u = A, W is the sum of two independent, identically distributed exponential RVs
and has a second order Erlang PDF.

Problem 6: (Problem 6.2.5 from Yates and Goodman) Random variables X and Y have joint
PDF
8xy 0<y<x<l1,
0  otherwise.

1:X7Y<X7 y) = {



What is the PDF of W = X +Y?
Solution: Recall

fy (W) :/ fy v (X, W —X)dx
where the integration is along the line y = w— x. Note since W = X +Y, we have the range for W
as Sy ={wj0 <w< 2} ForO<w<1,

f (W) :/W 8x(w—x)dx = ¥

w/2
Forl<w<?2,

1
fu (W) = /W/28X(W— X)dx = 4w — g - ¥

Therefore, the complete expression for the PDF of W is

% o<w<1l,
f (W) = 4w—%—¥ 1<w<2,
0 otherwise.

Problem 7: (a) If X is an Erlang (n,A) random variable, show that the moment generating

09 ()

(b) If X is a Gaussian random variable with mean p and variance o2, show that the moment

function of X is given by

generating function of X is given by
@ (s) = eSH+s0%/2.
Solution: (a) The PDF for an Erlang (n,A) is

)\nxnflef)\x
fX<X) - W, XZ 0



The MGF of X is just

@(s) = E[e¥]

00 A anflef)\x

)\n 00
_ (n—l)'/o - 1a~(A=9xgy

A 1 P -1t
- (n—l)!'()\—s)”/ot e dt

()

I (n)=(n—1)!
(b) The PDF for an Gaussian with mean p and variance o2 is

1 2 /552
fo(X) = g~ (x—H)?/20%
x (X) T
The MGF of X is just
@(s) = E[¥]
) X—11)2
— / e L e*(zouz) dx
—0  OV2TT
o 2 2 2
_ 1 /exp X =2(H+0%s)x+ dx
oV2m/) e 202
% 2 2 202 _ 202 1 42
_ 1 /exp X =2(H+ 09X+ (H+ 09— (U+0%5) + 1 dx
OV2ITJ) - 202
2 ® (X—(u+028))2}
= exp[us 0322/ exp | — dx
plus+ /]_wa\/ﬁ p{ 502

-~

=1
— gutso?/2.

Problem 8: Let X be a Gaussian random variable with mean zero and variance g2. Use the
moment generating function to show that

E[X]=0, E[X? =02, E[X} =0, E[X%=30%



What can you say about E[X"] for arbitrary integer values of n?
Solution: From Problem 7, the moment generating function for X is

c‘(5((8)265202/2.
Therefore,
E[X] = d(’gs(s> = eszaz/z(saz)‘ﬁozo.
S=
d?@ (s) 2 2
2 _ _ L 2.80%)2 aoLo?2| 2
EX?) = —% S;O_aes2 + (2046 Lo_“'

Continuing in this manner and we can show that

E[X3] = (30%s+ 0653)e0252/2‘ =0
s=0
and
E[X% = (30%+60% + 0834)e"252/2‘ = 304,
S=

In general, one can deduce

0 =2k+1

E[X”] _ n +1,
(1)(3)---(n—1)o" n=2k



