Solutions to EE 3025 Recitation 10 Review Problems for Exam 2
1. Let RV X have variance 100 and let RV Y have variance 400.

(a) If the correlation coefficient py y is 1/2, compute Var(X +Y) and Var(X —Y).
Solution. We have

Cov(X,Y) = poxay = (1/2)(10)(20) = 100.

Therefore,
Var(X+Y) = Var(X)+ Var(Y)+2Cov(X,Y) =700
Var(X +Y) = Var(X)+ Var(Y) —2Cov(X,Y) =300
(b) On the other hand, if Var(X +Y) = 400 and Var(X —Y') = 600, figure out what

the correlation coefficient px y is. Then, compute Var(3X —2Y).
Solution. We have

Var(X +Y) = Var(X)+ Var(Y)+2Cou(X,Y) =500+ 2Couv(X,Y) = 400

and therefore
Cov(X,Y) = =50.
(The Var(X —Y) condition is not needed.) Then
~ Cou(X,Y) =50
Ox0y (10)(20)
Var(3X=2Y) = 9Var(X)+4Var(Y)—12Cov(X,Y) = 9x100+4%x400—12x(—50) = 3100.

2. Let RV X have variance 100 and let RV Y have variance 400. Let Cov(X,Y") be 100.

= 1/4.

(a) Find the constant C' that makes
Cov(X, X —CY)=0.

In other words, you are making X and X — C'Y uncorrelated.
Solution.

Cov(X, X —=CY)=Cov(X,X)—=CxCov(X,Y)=100—C %100 = 0.
Take C' =1.
(b) Find the constant D that makes
Var(X — DY)

a minimum.

Solution.
Var(X — DY) = Var(X)+ D*Var(Y) —2D % Cov(X,Y) = 100 x 400D* — 200D.
Set the derivative equal to zero:
800D — 200 = 0.
You see that D = 1/4.



3. Discrete RV’s X, Y are independent. The PDF of X is
(0.2)0(x — 1) 4+ (0.4)0(x — 3) + (0.4)0(x — 4).

The PDF is Y is
(0.4)0(y +1) + (0.6)d(y — 2).

(a) Use convolution to find the PDF of U = X + Y.
Solution. Think of these as two functions of time that you are convoluting:

(0.2)0(t — 1) 4+ (0.4)0(t — 3) + (0.4)0(t — 4)

and
(0.4)5(t+1) + (0.6)6(t — 2)

First, convolute the 1st signal with (0.4)4(¢ + 1):
0.4[(0.2)6(t) + (0.4)0(t — 2) + (0.4)0(t — 3)]
Then, convolute the 1st signal with (0.6)0(f — 2):
0.6[(0.2)0(t — 3) + (0.4)6(t —5) + (0.4)6(t — 6)]
Then add the two results, writing as a function of U:
0.080(u) + 0.166(u — 2) + 0.285(u — 3) + 0.240(u — 5) + 0.246(u — 6)

(b) Use convolution to find the PDF of V =2X — Y.
Solution. First, write down the PDF of 2X as a function of #:

(0.2)6(t —2) 4+ (0.4)5(t — 6) + (0.4)0(t — 8).

Then, write down the PDF of —Y as a function of #:
(0.4)6(t — 1) + (0.6)6(t + 2).
Convolute the 1st signal with (0.4)d5(t — 1):
0.4[(0.2)6(t — 3) + (0.4)6(t —7) + (0.4)6(t — 9)]

Convolute the 1st signal with (0.6)d(t + 2):

0.6[(0.2)d(¢) + (0.4)6(t — 4) 4+ (0.4)5(t — 6)]
Add the two results, writing as a function of v:

0.125(v) +0.080(v — 3) + 0.246(v — 4) +0.245(v — 6) + 0.166 (v — 7) + 0.165(v — 9).



4. Let I, R be nonnegative continuously distributed RV’s. Use the CDF method to show
that V = IR has PDF

fv(v) = /oo %fj(i)fR(v/i)di, v > 0 (zero elsewhere).
0
Solution. For v > 0,
Fy(v) = P[V <v] = PlIR <] = /U°° PlIR < oI = i]f,(i)di.

Now
PlIR <w|l =i] = P[iR <v|l =i = P[R <w/i] = Fr(v/i).
Therefore,

Fy(v) = /0 Fr(v/i)f(i)di.
Differentiating both sides,

fv(v) = dFy(v) /dv = /0  OFp(v/i) (i) Ovdi.

Plugging in
OFr(v/i)f1(i)/0v = (1/i) fr(v]i) f1(i),

we obtain the desired result.
5. X, Y have the bivariate Gaussian density
fxy(z,y) = Cexp(—0.5[2 — 22y + 4y*]).

(a) What are px, iy, ox, oy, pxy’?
Solution. Since there are no x,y terms in the exponent,

px = py =0.
Note that

1 -1

The inverse of the “matrix in the middle” is the covariance matrix, which is
4/3 1/3\ [ o% oxy
]./3 1/3 - oxy CT)Q/

ox =4/3, oy =1/3, oxy =1/3.
CTX,Y ]_/3

p:axayz\/m\/m:m.

We have




(b) What are F[X|Y = 1] and E[Y|X = 1]7
Solution. For every v,

EX]Y =y = px + plox/ov)(y —ny) =y.
Therefore,
EX|Y =1 =1
For every =,
ElY|X =a] = py + ploy/ox)(z — px) = x/4.
Therefore
ElY|X =1] =1/4.
6. Let X be Uniform(0,1).

(a) Find the PDF of Y = X3,

Solution. Y ranges from 0 to 1. For each fixed y in this range,
Fy(y) = P(Y <y) = P(X? <y) = P(X <y'P%) = y'/%.
Differentiating,
fy(y)=(1/3)y~ 23 0 <y <1 (zeroelsewhere).

(b) Find the PDF of Y = X (1 — X).
Solution. First, plot the curve y = x(1 — ) from x = 0 to 2 = 1. You'll see that

Y ranges from 0 to 1/4. For each y between 0 and 1/4, there are two x values
such that z(1 — x) = y, namely, the values

1—+/1—4y

1+ 1 -4y
2 ’ '

2 (y) = 9

r1(y) =

From the curve y = (1 — ), you will see that the event {Y < y} can be broken
down as follows:

{Y <y} = {X <a(y)} U{X = a(y)}-

Therefore,
P(Y < y) = P(X < aa(y)) + P(X = as(y).

By symmetry, the two prob on the right side are equal and so

PY <y) =2P(X < x1(y)) =2w1(y) =1— /1 - 4y.

Differentiating,

fy(y) = , 0<y<1/4 (zeroelsewhere).

2
V1—4y



7. Let Xy, X, be independent discrete RV’s each taking the values 1, 2,3 with probability
1/3 each.
(a) Find the PMF of U = max (X, Xy).
(b) Find the PMF of V' = min(Xy, X3).

Solution. There’s a clever way to work (a),(b) in a unified way. Map (X3, X5)
values into (U, V') values:

>~
=
>~
N
a
<

W W NNNRFE - -
W N, WNEFE, WND -
W W W wWwNNWND -
W NP, NP P -

Each (X, X5) value has prob 1/9. This allows you to construct the following U, V/
joint prob table:
V=1 V=2 V=3
U=1(1/9 0 0
U=2{ 2/9 19 0
U=3\2/9 2/9 1/9

The row sums and column sums are the PMF’s of U, V, respectively.
8. Let X.Y be discrete RV's whose joint PMF takes the form
PIX =4,Y = j] = Cli — 2j],
for i, 5 =1,2,3 and 0 elsewhere.

(a) Find the constant C.

Solution. C must be the reciprocal of the sum

3
Z i — 2.

ij=1

(b) Find the marginal PMF px (x).
Solution.

3
px (i) = CZ\i—Qj\, 1 =1,2,3.
j=1

(c) Find the conditional PMF of Y given X = 2.

Solution.
Cl|2 — 2y

Cy=1,2.3
px(2)

pyvix(yle =2) =



(d) Compute E[Y|X = 2].
Solution.

BYIX =2 = 3 4[C12 — 2y /px (2)].

(e) Compute the correlation F[XY].
Solution.

3
= > Cijli —2jl.

ij=1

9. Let X,Y be jointly continuous RV’s whose joint PDF takes the form

flay) = Cla+2y),
for0<z<2and 0 <y <1.

(a) Find the constant C.
Solution. C must be the reciprocal of the double integral

12
/ / (v + 2y)dady.
0 Jo

(b) Find the marginal PDF fy(z).
Solution.

1
fx() = [ Cla+2y)dy.
0
for 0 <z < 2.

(c) Find the conditional PDF of Y given X = 1.

Solution.

C
frix(yle=1) = % 0<y<L
(d) Compute P[Y < 1/2|X =1].

Solution.
12 C(1 + 2y)

P(Y <1/2|X =1) :/0 e

dy.

(e) Compute the correlation E[XY].
Solution.

1 2
E[XY]:/O /0 Cxy(x + 2y)dwdy.

10. Let (X,Y’) be uniformly distributed over the triangular region inside the triangle in the
xy-plane whose three vertices are (0,0), (5,0), (3, 3)

(a) Find px, py.
Solution.
(hx, py) = (1/3)[(0,0) + (5,0) + (3,3)].



(b) Find E[X|Y = y| as a function of y. This is a straight line function of y. What is
this straight line in terms of the triangular region? Indicate on a plot.

Solution. It's the median line that connects vertex (3,3) to the midpoint of the
opposite side.
11. Let X, Y be jointly continuously distributed with joint density

)2 0<y<z<1
Fxx(@.y) = { 0, elsewhere

(a) Set up the double integral for E[XY| with all 4 limits properly inserted. Do not
integrate.

Solution.

E[XY]= /01 /OI xy f(x, y)dyd.

(b) Set up E[X|Y = 0.5] as the ratio of two one-dimensional integrals with all the
limits properly inserted. Do not integrate.
Solution.

Ajzxftnzﬁdx

EIX|Y =05 = 2&

3

fla,y)da
1/2
in which you substitute y = 0.5.

(¢) Set up P[X? +Y? < 0.25] as a double integral in polar coordinates with all the
limits properly inserted. Do not integrate.
Solution.

n/4 1)2
/ / ordrde.
0 0

12. Bill eats X ice cream cones, where X is Poisson with parameter 2. Bill then runs Y

miles, where Y is the number of heads obtains in flipping a fair coin X + 2 times. Use
the law of iterated expectation to compute:

(a) EY].
Solution.
EY|X] = (X +2)/2.
ElY]=E[E[Y|X]] = (1/2)(E[X]|+2) = 2.
(b) Var[Y].
Solution.

VarlY|X] = (X +2)/4.
EY?|X] = ElY X+ Var[Y|X] = (X +2)?/4+ (X +2)/4.
E[Y?] = E[(X +2)°]/4 + E[X +2]/4.
Expand this using E[X] = 2, E[X?] = 6. Then use the formula

Var[Y] = E[Y?] — 1}



(c) E[XY].
Solution.
E[XY|X]=XEY|X] = X(X +2)/2.

E[XY] = E[X(X +2)]/2.
(d) Cov[X,Y].
Solution. It's E[XY]| — pxpy.
(e) pxy-
Solution. It’s Cov[X, Y] divided by oxoy. Use ox = /2.

13. Discrete random variables N and K have the joint PMF

100™e—100
Py g(n, k)= GRS R (e 1,2,
0, elsewhere

(a) Find Py(n).
Solution.

Py(n) =>_ Pyk(n, k)= (100)" exp(—100)/n!, n=0,1,2,3,---.
k=0

This is the Poisson(100) distribution.
(b) Find PK‘N(]{I|TL)
Solution.

PN’K(TL, /ﬁ)

Pkl == o

=1/(n+1), k=0,1,---,n.

In other words, this cond dist is DiscreteUniform(0, n).
(c) Compute E[K|N = n].

Solution. E[K|N = n] = (0 + n)/2, the mean of DiscreteUniform(0,n). (See
Appendix A.)

(d) Compute E[K] via law of iterated expectation formula
E[K] = E[E[K|N]].
Solution. E[K|N]|= N/2. Therefore,

E[K] = E[E[K

]| = E[N/2] = 50,
since IV is Poisson with mean 100.

14. X, X5, -+, Xyg are independent RV’s which are each uniformly distributed bewteeen -2
and 2. Let
S:X1+X2+"'+X10.



(a) Determine the correlation between S and the RV
U=X1—Xo+ X3 - Xy + X5 — Xo+ X7 — Xg + Xg — Xy
(b) Determine the correlation between S and the RV
V=X -Xo+Xs5 - X4+ X5
(c) Determine the correlation between S and the RV

W = X¢+ X7+ Xg + X9 + Xy

Solution. For i # j,

Therefore, if you have to compute the expected value of the product of two linear comb’s of
the X;’s, you only have to pay attention to product terms of the form X; * X; = X?.
Solution to (a). The only X? terms appearing in the product of S times U are:

X2 Xo4+ X7 - X7+ X2 - X0+ X2 X2+ X2 X3,
When you take the expected value term by term, the expected values can cancel out:
EX?| — BIXJ] + -+ E[X3] — B[X})] =0,
Solution to (b). Just paying attention to the expected values of the X? terms in SV:
= BIX?] - E[X3] + BIXJ] — BIXZ) + F(X2] = B[X2) = Var(Xs) = 42/12 = 4/3
Solution to (c). By inspection, you'll get 5 times E[X;]?, which is 20/3.

15. X and Y are jointly Gaussian RV’s with E[X]| = E[Y]| =0 and Var[X] = Var[Y] = 1.
Furthermore,
ElY|X] = X/2.

What is the joint PDF of X and Y7

Solution. We have
Ly |X=z = T/2.
The coefficient of =, which is 1/2, must be equal to

1/2 =poyox = p.
Therefore,
Var(Y|X) = oy (1 — p*) = 3/4.
The conditional density of Y given X = x is therefore

1 — lyix—y)?
eXp(fO‘g,W).

V2m,\/3/4 3/4



Multiplying this by the Gaussian(uy,03%) density, we get the joint density

\/12_7T exp(0.5x2)\/2_%\/ﬂ exp(—2(y — x/2)%/3),

which simplifies to

1
———exp(—2{a + ¢ — 2y}/3).
V3/4

2m4/3/4

16. Three RV’s X, Y, Z have a “trivariate” Gaussian distribution in which their joint density
f(z,y, z) takes the form

flz,y,z) = Cexp (—0.5[3x2 + 6y* + 422 + day — 222 + 2yz]) ,

where C' is a (unique) positive constant that one does not need to know in order to
work this problem.

(a) Compute the three variances 0%, ot, 0%. (Hint: Invert a certain 3 x 3 matrix.)

Solution. You get the covariance matrix by inverting the matrix

3 2 -1
2 6 1
-1 1 4

which gives

23/43 -9/43 8/43

-9/43 11/43 -5/43

8/43 -5/43 14/43
Therefore,

oy =23/43, oy =11/43, oy, =14/43.

(b) Compute the three correlation coefficients pxy, px.z, py.z-

Solution.
Cov(X,Y —9/43
pPXyYy = (X, Y) _ =9/ = —0.5658
OxO0y Ox0Oy
Cov(X,Z 8/43
ooy = G0N Z) 83 s
Ox0z Ox0z
CovY,Z —5/43
Pyz = o, Z) _ =5/ = —0.4029
OyOy OyOyz

(c) Determine the joint density of Y and Z. (Hint: This is a bivariate Gaussian
density.)
Solution. The means of X,Y, Z are each zero (no linear terms in the exponent
of the trivariate density). The means of Y and Z are therefore zero, and the
covariance matrix of Y and 7 is



11/43 -5/43
-5/43 14/43

The inverse of this covariance matrx is

14/3 5/3
5/3 11/3

The Y, Z joint density is therefore of the form
Cexp(—0.5{14y*/3 + 10yz/3 + 112*/3}),

where .
(= ——— =(.1739.

B 2m4/1 — p%’z
17. Let random variables X,Y be jointly continuously distributed in the square
{(2,9): 0 <2 <3,0<y <3}

Suppose their joint CDF satisfies

Fxy(1,1) = 1/81
Fxy(2,1) = 4/81
Fxy(3,1) = 1/9
Fxy(1,2) = 4/81
Fxy(2,2) = 16/81
Fxy(3,2) = 4/9
Fyy(1,3) = 1/9
Fxy(2,3) = 4/9
Compute
P[(X,Y) € R],

where R is the cross-shaped region in the first quadrant of the xy-plane given by
R={(r,y):0<a <3 1<y<2bU{(r,y):1<a<2 0<y <3}

(Hint: Partition R into 3 rectangular pieces and find the prob (X,Y’) belongs to each

piece.)

Solution. Abbreviate Fxy(z,y) as F(x,y). For the rectangle (square) with four
corners

(1,1),(1,2),(0,1),(0,2),
the prob (X, Y) falls inside is

F(1,2) 4+ F(0,1) — F(1,1) — F(0,2) = 3/81.



For the rectangle with four corners

(2,0),(2,3),(1,3), (1,0),
the prob (X,Y) falls inside is

F(2,3)+ F(1,0) — F(2,0) — F(1,3) = 1/3.

For the rectangle (square) with four corners

(3.1),(3,2),(2,2), (2, 1),
the prob (X,Y') falls inside is

F(3,2)+ F(2,1) — F(3,1) — F(2,2) = 15/81.
Therefore, the prob (X,Y) falls in the union of these 3 rectangles is
(3/81) + (1/3) + (15/81) = 5/9.

18. Problem 5.6.7, page 241, of your textbook.

Solution. The pairs (Y7,Y3) and (Y3, YY) have the same probability distribution; they
are also independent pairs. Therefore the mean vector of (Y7, Y5, Y3, Yy) will have the
form

abab

where a, b are the means of Y7, Y5, respectively, and the covariance matrix of (Y7, Y5, Y3, Y))
will have the form

O OO O
O O +H Q.
® O O O
H 0 O O

where

is the covariance matrix of (V7,Y5).
By factorization, (Y;,Y3) has joint PDF equal to 2 over the region

{0 <y <y <1},



and so

B = [ [ n@dudy =173
E[Y;] = /01 /yl1 Yy2(2)dyady, = 2/3
E[Ylyz] = /01 /yll y1y2(2)dy2dy1 = 1/4

Cov(Y,.Yy) = 1/4— (1/3)(2/3) = 1/36

1 1
EV?) =[] @y = 1/6

B7) = [ [ h@ddn =172
Var(Yy) = 1/6—(1/3)> =1/18
Var(Yy) = 1/2—(2/3)> =1/18
The mean vector of (Y7, Y5, Y3, Yy) is therefore
(1/3,2/3,1/3,2/3)",
and the covariance matrix is

1/18 1/36 0 0
1/36 1/18 0 0
0 0 1/18 1/36
0 0 1/36 1/18

We used the equation
Ry = Cy + pypiy

to compute the correlation matrix of (Y3, Y5, Y3, Y;):

1/6 1/4 1/9 2/9
1/4 1/2 2/9 4/9
1/9 2/9 1/6 1/4

2/9 4/9 1/4 1/2



