
Solutions to EE 3025 Re
itation 10 Review Problems for Exam 21. Let RV X have varian
e 100 and let RV Y have varian
e 400.(a) If the 
orrelation 
oeÆ
ient �X;Y is 1=2, 
ompute V ar(X + Y ) and V ar(X � Y ).Solution. We haveCov(X; Y ) = ��X�Y = (1=2)(10)(20) = 100:Therefore, V ar(X + Y ) = V ar(X) + V ar(Y ) + 2Cov(X; Y ) = 700V ar(X + Y ) = V ar(X) + V ar(Y )� 2Cov(X; Y ) = 300(b) On the other hand, if V ar(X +Y ) = 400 and V ar(X�Y ) = 600, �gure out whatthe 
orrelation 
oeÆ
ient �X;Y is. Then, 
ompute V ar(3X � 2Y ).Solution. We haveV ar(X + Y ) = V ar(X) + V ar(Y ) + 2Cov(X; Y ) = 500 + 2Cov(X; Y ) = 400and therefore Cov(X; Y ) = �50:(The V ar(X � Y ) 
ondition is not needed.) Then� = Cov(X; Y )�X�Y = �50(10)(20) = �1=4:V ar(3X�2Y ) = 9V ar(X)+4V ar(Y )�12Cov(X; Y ) = 9�100+4�400�12�(�50) = 3100:2. Let RV X have varian
e 100 and let RV Y have varian
e 400. Let Cov(X; Y ) be 100.(a) Find the 
onstant C that makesCov(X;X � CY ) = 0:In other words, you are making X and X � CY un
orrelated.Solution.Cov(X;X � CY ) = Cov(X;X)� C � Cov(X; Y ) = 100� C � 100 = 0:Take C = 1.(b) Find the 
onstant D that makes V ar(X �DY )a minimum.Solution.V ar(X �DY ) = V ar(X)+D2V ar(Y )� 2D �Cov(X; Y ) = 100 � 400D2� 200D:Set the derivative equal to zero:800D � 200 = 0:You see that D = 1=4:



3. Dis
rete RV's X; Y are independent. The PDF of X is(0:2)Æ(x� 1) + (0:4)Æ(x� 3) + (0:4)Æ(x� 4):The PDF is Y is (0:4)Æ(y + 1) + (0:6)Æ(y � 2):(a) Use 
onvolution to �nd the PDF of U = X + Y .Solution. Think of these as two fun
tions of time that you are 
onvoluting:(0:2)Æ(t� 1) + (0:4)Æ(t� 3) + (0:4)Æ(t� 4)and (0:4)Æ(t+ 1) + (0:6)Æ(t� 2)First, 
onvolute the 1st signal with (0:4)Æ(t+ 1):0:4[(0:2)Æ(t) + (0:4)Æ(t� 2) + (0:4)Æ(t� 3)℄Then, 
onvolute the 1st signal with (0:6)Æ(t� 2):0:6[(0:2)Æ(t� 3) + (0:4)Æ(t� 5) + (0:4)Æ(t� 6)℄Then add the two results, writing as a fun
tion of U :0:08Æ(u) + 0:16Æ(u� 2) + 0:28Æ(u� 3) + 0:24Æ(u� 5) + 0:24Æ(u� 6)(b) Use 
onvolution to �nd the PDF of V = 2X � Y .Solution. First, write down the PDF of 2X as a fun
tion of t:(0:2)Æ(t� 2) + (0:4)Æ(t� 6) + (0:4)Æ(t� 8):Then, write down the PDF of �Y as a fun
tion of t:(0:4)Æ(t� 1) + (0:6)Æ(t+ 2):Convolute the 1st signal with (0:4)Æ(t� 1):0:4[(0:2)Æ(t� 3) + (0:4)Æ(t� 7) + (0:4)Æ(t� 9)℄Convolute the 1st signal with (0:6)Æ(t+ 2):0:6[(0:2)Æ(t) + (0:4)Æ(t� 4) + (0:4)Æ(t� 6)℄Add the two results, writing as a fun
tion of v:0:12Æ(v)+ 0:08Æ(v� 3)+0:24Æ(v� 4)+0:24Æ(v� 6)+0:16Æ(v� 7)+0:16Æ(v� 9):



4. Let I; R be nonnegative 
ontinuously distributed RV's. Use the CDF method to showthat V = IR has PDFfV (v) = Z 10 1i fI(i)fR(v=i)di; v � 0 (zero elsewhere):Solution. For v � 0,FV (v) = P [V � v℄ = P [IR � v℄ = Z 10 P [IR � vjI = i℄fI(i)di:Now P [IR � vjI = i℄ = P [iR � vjI = i℄ = P [R � v=i℄ = FR(v=i):Therefore, FV (v) = Z 10 FR(v=i)fI(i)di:Di�erentiating both sides,fV (v) = dFV (v)=dv = Z 10 �FR(v=i)fI(i)=�vdi:Plugging in �FR(v=i)fI(i)=�v = (1=i)fR(v=i)fI(i);we obtain the desired result.5. X; Y have the bivariate Gaussian densityfX;Y (x; y) = C exp(�0:5[x2 � 2xy + 4y2℄):(a) What are �X ; �Y , �X , �Y , �X;Y ?Solution. Sin
e there are no x; y terms in the exponent,�X = �Y = 0:Note that x2 � 2xy + 4y2 = (x y) 1 �1�1 4 ! (x y)T :The inverse of the \matrix in the middle" is the 
ovarian
e matrix, whi
h is 4=3 1=31=3 1=3 ! =  �2X �X;Y�X;Y �2Y !We have �2X = 4=3; �2Y = 1=3; �X;Y = 1=3:� = �X;Y�X�Y = 1=3q4=3q1=3 = 1=2:



(b) What are E[XjY = 1℄ and E[Y jX = 1℄?Solution. For every y,E[XjY = y℄ = �X + �(�X=�Y )(y � �Y ) = y:Therefore, E[XjY = 1℄ = 1:For every x, E[Y jX = x℄ = �Y + �(�Y =�X)(x� �X) = x=4:Therefore E[Y jX = 1℄ = 1=4:6. Let X be Uniform(0,1).(a) Find the PDF of Y = X3.Solution. Y ranges from 0 to 1. For ea
h �xed y in this range,FY (y) = P (Y � y) = P (X3 � y) = P (X � y1=3) = y1=3:Di�erentiating, fY (y) = (1=3)y�2=3; 0 � y � 1 (zero elsewhere):(b) Find the PDF of Y = X(1�X).Solution. First, plot the 
urve y = x(1�x) from x = 0 to x = 1. You'll see thatY ranges from 0 to 1/4. For ea
h y between 0 and 1/4, there are two x valuessu
h that x(1� x) = y, namely, the valuesx1(y) = 1�p1� 4y2 ; x2(y) = 1 +p1� 4y2 :From the 
urve y = x(1� x), you will see that the event fY � yg 
an be brokendown as follows: fY � yg = fX � x1(y)g [ fX � x2(y)g:Therefore, P (Y � y) = P (X � x1(y)) + P (X � x2(y)):By symmetry, the two prob on the right side are equal and soP (Y � y) = 2P (X � x1(y)) = 2x1(y) = 1�q1� 4y:Di�erentiating,fY (y) = 2p1� 4y ; 0 � y � 1=4 (zero elsewhere):



7. Let X1; X2 be independent dis
rete RV's ea
h taking the values 1; 2; 3 with probability1/3 ea
h.(a) Find the PMF of U = max(X1; X2):(b) Find the PMF of V = min(X1; X2).Solution. There's a 
lever way to work (a),(b) in a uni�ed way. Map (X1; X2)values into (U; V ) values:X1 X2 U V1 1 1 11 2 2 11 3 3 12 1 2 12 2 2 22 3 3 23 1 3 13 2 3 23 3 3 3Ea
h (X1; X2) value has prob 1/9. This allows you to 
onstru
t the following U; Vjoint prob table: 0B�V = 1 V = 2 V = 3U = 1 1=9 0 0U = 2 2=9 1=9 0U = 3 2=9 2=9 1=9 1CAThe row sums and 
olumn sums are the PMF's of U , V , respe
tively.8. Let X; Y be dis
rete RV's whose joint PMF takes the formP [X = i; Y = j℄ = Cji� 2jj;for i; j = 1; 2; 3 and 0 elsewhere.(a) Find the 
onstant C.Solution. C must be the re
ipro
al of the sum3Xi;j=1 ji� 2jj:(b) Find the marginal PMF pX(x).Solution. pX(i) = C 3Xj=1 ji� 2jj; i = 1; 2; 3:(
) Find the 
onditional PMF of Y given X = 2.Solution. pY jX(yjx = 2) = Cj2� 2yjpX(2) ; y = 1; 2; 3:



(d) Compute E[Y jX = 2℄.Solution. E[Y jX = 2℄ = 3Xy=1 y[Cj2� 2yj=pX(2)℄:(e) Compute the 
orrelation E[XY ℄.Solution. E[XY ℄ = 3Xi;j=1Cijji� 2jj:9. Let X; Y be jointly 
ontinuous RV's whose joint PDF takes the formf(x; y) = C(x + 2y);for 0 � x � 2 and 0 � y � 1.(a) Find the 
onstant C.Solution. C must be the re
ipro
al of the double integralZ 10 Z 20 (x+ 2y)dxdy:(b) Find the marginal PDF fX(x).Solution. fX(x) = Z 10 C(x + 2y)dy;for 0 � x � 2.(
) Find the 
onditional PDF of Y given X = 1.Solution. fY jX(yjx = 1) = C(1 + 2y)fX(1) ; 0 � y � 1:(d) Compute P [Y < 1=2jX = 1℄.Solution. P (Y < 1=2jX = 1) = Z 1=20 C(1 + 2y)fX(1) dy:(e) Compute the 
orrelation E[XY ℄.Solution. E[XY ℄ = Z 10 Z 20 Cxy(x+ 2y)dxdy:10. Let (X; Y ) be uniformly distributed over the triangular region inside the triangle in thexy-plane whose three verti
es are (0; 0); (5; 0); (3; 3)(a) Find �X ; �Y .Solution. (�X ; �Y ) = (1=3)[(0; 0) + (5; 0) + (3; 3)℄:



(b) Find E[XjY = y℄ as a fun
tion of y. This is a straight line fun
tion of y. What isthis straight line in terms of the triangular region? Indi
ate on a plot.Solution. It's the median line that 
onne
ts vertex (3; 3) to the midpoint of theopposite side.11. Let X; Y be jointly 
ontinuously distributed with joint densityfX;Y (x; y) = ( 2; 0 � y � x � 10; elsewhere(a) Set up the double integral for E[XY ℄ with all 4 limits properly inserted. Do notintegrate.Solution. E[XY ℄ = Z 10 Z x0 xyf(x; y)dydx:(b) Set up E[XjY = 0:5℄ as the ratio of two one-dimensional integrals with all thelimits properly inserted. Do not integrate.Solution. E[XjY = 0:5℄ = Z 11=2 xf(x; y)dxZ 11=2 f(x; y)dx ;in whi
h you substitute y = 0:5.(
) Set up P [X2 + Y 2 � 0:25℄ as a double integral in polar 
oordinates with all thelimits properly inserted. Do not integrate.Solution. Z �=40 Z 1=20 2rdrd�:12. Bill eats X i
e 
ream 
ones, where X is Poisson with parameter 2. Bill then runs Ymiles, where Y is the number of heads obtains in 
ipping a fair 
oin X +2 times. Usethe law of iterated expe
tation to 
ompute:(a) E[Y ℄.Solution. E[Y jX℄ = (X + 2)=2:E[Y ℄ = E[E[Y jX℄℄ = (1=2)(E[X℄ + 2) = 2:(b) V ar[Y ℄.Solution. V ar[Y jX℄ = (X + 2)=4:E[Y 2jX℄ = E[Y jX℄2 + V ar[Y jX℄ = (X + 2)2=4 + (X + 2)=4:E[Y 2℄ = E[(X + 2)2℄=4 + E[X + 2℄=4:Expand this using E[X℄ = 2, E[X2℄ = 6. Then use the formulaV ar[Y ℄ = E[Y 2℄� �2Y :



(
) E[XY ℄.Solution. E[XY jX℄ = XE[Y jX℄ = X(X + 2)=2:E[XY ℄ = E[X(X + 2)℄=2:(d) Cov[X; Y ℄.Solution. It's E[XY ℄� �X�Y .(e) �X;Y .Solution. It's Cov[X; Y ℄ divided by �X�Y . Use �X = p2:13. Dis
rete random variables N and K have the joint PMFPN;K(n; k) = ( 100ne�100(n+1)! ; k = 0; 1; � � � ; n; n = 0; 1; 2; � � �0; elsewhere(a) Find PN(n).Solution.PN(n) = nXk=0PN;K(n; k) = (100)n exp(�100)=n!; n = 0; 1; 2; 3; � � � :This is the Poisson(100) distribution.(b) Find PKjN(kjn).Solution. PKjN(kjn) = PN;K(n; k)PN(n) = 1=(n+ 1); k = 0; 1; � � � ; n:In other words, this 
ond dist is Dis
reteUniform(0; n).(
) Compute E[KjN = n℄.Solution. E[KjN = n℄ = (0 + n)=2, the mean of Dis
reteUniform(0; n). (SeeAppendix A.)(d) Compute E[K℄ via law of iterated expe
tation formulaE[K℄ = E[E[KjN ℄℄:Solution. E[KjN ℄ = N=2. Therefore,E[K℄ = E[E[KjN ℄℄ = E[N=2℄ = 50;sin
e N is Poisson with mean 100.14. X1; X2; � � � ; X10 are independent RV's whi
h are ea
h uniformly distributed bewteeen -2and 2. Let S = X1 +X2 + � � �+X10:



(a) Determine the 
orrelation between S and the RVU = X1 �X2 +X3 �X4 +X5 �X6 +X7 �X8 +X9 �X10(b) Determine the 
orrelation between S and the RVV = X1 �X2 +X3 �X4 +X5(
) Determine the 
orrelation between S and the RVW = X6 +X7 +X8 +X9 +X10Solution. For i 6= j, E[XiXj℄ = E[Xi℄E[Xj℄ = 0 � 0 = 0:Therefore, if you have to 
ompute the expe
ted value of the produ
t of two linear 
omb's ofthe Xi's, you only have to pay attention to produ
t terms of the form Xi �Xi = X2i .Solution to (a). The only X2i terms appearing in the produ
t of S times U are:X21 �X22 +X23 �X24 +X25 �X26 +X27 �X28 +X29 �X210When you take the expe
ted value term by term, the expe
ted values 
an 
an
el out:EX21 ℄� E[X22 ℄ + � � �+ E[X29 ℄� E[X210℄ = 0:Solution to (b). Just paying attention to the expe
ted values of the X2i terms in SV := E[X21 ℄� E[X22 ℄ + E[X23 ℄� E[X24 ℄ + E[X25 ℄ = E[X25 ℄ = V ar(X5) = 42=12 = 4=3Solution to (
). By inspe
tion, you'll get 5 times E[X1℄2, whi
h is 20=3.15. X and Y are jointly Gaussian RV's with E[X℄ = E[Y ℄ = 0 and V ar[X℄ = V ar[Y ℄ = 1.Furthermore, E[Y jX℄ = X=2:What is the joint PDF of X and Y ?Solution. We have �Y jX=x = x=2:The 
oeÆ
ient of x, whi
h is 1=2, must be equal to1=2 = ��Y =�X = �:Therefore, V ar(Y jX) = �2Y (1� �2) = 3=4:The 
onditional density of Y given X = x is therefore1p2�q3=4 exp(�0:5(y � �Y jX=x)23=4 ):



Multiplying this by the Gaussian(�X ,�2X) density, we get the joint density1p2� exp(�0:5x2) 1p2�q3=4 exp(�2(y � x=2)2=3);whi
h simpli�es to 12�q3=4 exp(�2fx2 + y2 � xyg=3):16. Three RV's X; Y; Z have a \trivariate" Gaussian distribution in whi
h their joint densityf(x; y; z) takes the formf(x; y; z) = C exp ��0:5[3x2 + 6y2 + 4z2 + 4xy � 2xz + 2yz℄� ;where C is a (unique) positive 
onstant that one does not need to know in order towork this problem.(a) Compute the three varian
es �2X , �2Y , �2Z . (Hint: Invert a 
ertain 3� 3 matrix.)Solution. You get the 
ovarian
e matrix by inverting the matrix3 2 -12 6 1-1 1 4whi
h gives23/43 -9/43 8/43-9/43 11/43 -5/438/43 -5/43 14/43Therefore, �2X = 23=43; �2Y = 11=43; �2Z = 14=43:(b) Compute the three 
orrelation 
oeÆ
ients �X;Y , �X;Z , �Y;Z.Solution. �X;Y = Cov(X; Y )�X�Y = �9=43�X�Y = �0:5658�X;Z = Cov(X;Z)�X�Z = 8=43�X�Z = �0:4458�Y;Z = Cov(Y; Z)�Y �Z = �5=43�Y �Z = �0:4029(
) Determine the joint density of Y and Z. (Hint: This is a bivariate Gaussiandensity.)Solution. The means of X; Y; Z are ea
h zero (no linear terms in the exponentof the trivariate density). The means of Y and Z are therefore zero, and the
ovarian
e matrix of Y and Z is



11/43 -5/43-5/43 14/43The inverse of this 
ovarian
e matrx is14/3 5/35/3 11/3The Y; Z joint density is therefore of the formC exp(�0:5f14y2=3 + 10yz=3 + 11z2=3g);where C = 12�q1� �2Y;Z = 0:1739:17. Let random variables X; Y be jointly 
ontinuously distributed in the squaref(x; y) : 0 � x � 3; 0 � y � 3g:Suppose their joint CDF satis�esFX;Y (1; 1) = 1=81FX;Y (2; 1) = 4=81FX;Y (3; 1) = 1=9FX;Y (1; 2) = 4=81FX;Y (2; 2) = 16=81FX;Y (3; 2) = 4=9FX;Y (1; 3) = 1=9FX;Y (2; 3) = 4=9Compute P [(X; Y ) 2 R℄;where R is the 
ross-shaped region in the �rst quadrant of the xy-plane given byR = f(x; y) : 0 � x � 3; 1 � y � 2g [ f(x; y) : 1 � x � 2; 0 � y � 3g:(Hint: Partition R into 3 re
tangular pie
es and �nd the prob (X; Y ) belongs to ea
hpie
e.)Solution. Abbreviate FX;Y (x; y) as F (x; y). For the re
tangle (square) with four
orners (1; 1); (1; 2); (0; 1); (0; 2);the prob (X; Y ) falls inside isF (1; 2) + F (0; 1)� F (1; 1)� F (0; 2) = 3=81:



For the re
tangle with four 
orners(2; 0); (2; 3); (1; 3); (1; 0);the prob (X; Y ) falls inside isF (2; 3) + F (1; 0)� F (2; 0)� F (1; 3) = 1=3:For the re
tangle (square) with four 
orners(3; 1); (3; 2); (2; 2); (2; 1);the prob (X; Y ) falls inside isF (3; 2) + F (2; 1)� F (3; 1)� F (2; 2) = 15=81:Therefore, the prob (X; Y ) falls in the union of these 3 re
tangles is(3=81) + (1=3) + (15=81) = 5=9:18. Problem 5.6.7, page 241, of your textbook.Solution. The pairs (Y1; Y2) and (Y3; Y4) have the same probability distribution; theyare also independent pairs. Therefore the mean ve
tor of (Y1; Y2; Y3; Y4) will have theforma b a bwhere a; b are the means of Y1; Y2, respe
tively, and the 
ovarian
e matrix of (Y1; Y2; Y3; Y4)will have the form
 d 0 0e f 0 00 0 
 d0 0 e fwhere
 de fis the 
ovarian
e matrix of (Y1; Y2).By fa
torization, (Y1; Y2) has joint PDF equal to 2 over the regionf0 � y1 � y2 � 1g;



and so E[Y1℄ = Z 10 Z 1y1 y1(2)dy2dy1 = 1=3E[Y2℄ = Z 10 Z 1y1 y2(2)dy2dy1 = 2=3E[Y1Y2℄ = Z 10 Z 1y1 y1y2(2)dy2dy1 = 1=4Cov(Y1; Y2) = 1=4� (1=3)(2=3) = 1=36E[Y 21 ℄ = Z 10 Z 1y1 y21(2)dy2dy1 = 1=6E[Y 22 ℄ = Z 10 Z 1y1 y22(2)dy2dy1 = 1=2V ar(Y1) = 1=6� (1=3)2 = 1=18V ar(Y2) = 1=2� (2=3)2 = 1=18The mean ve
tor of (Y1; Y2; Y3; Y4) is therefore(1=3; 2=3; 1=3; 2=3)T ;and the 
ovarian
e matrix is1/18 1/36 0 01/36 1/18 0 00 0 1/18 1/360 0 1/36 1/18We used the equation RY = CY + �Y �TYto 
ompute the 
orrelation matrix of (Y1; Y2; Y3; Y4):1/6 1/4 1/9 2/91/4 1/2 2/9 4/91/9 2/9 1/6 1/42/9 4/9 1/4 1/2


