EE 3025 Dr. Kieffer

Solved Problems on Random Processes/Mean Square Estimation

1 Mean Square Estimation

Problem 1.1: Let the input to a channel be RV X which is exponentially distributed with
mean 1. Given X = x, let the conditional distribution of the output Y from the
channel be exponential with mean 1/z. The minimum mean square receiver generates

an estimate X of X of form )

AY + B’
for certain constants A, B. Evaluate A and B.

X =

Solution. The joint density of (X,Y) is

re "Wt x>0,y >0

fx(@,y) = { 0

elsewhere

Therefore,

/Oo 22e W) gy 9

E(X]Y =y) = = =
/ re— W) g y+1
0
Therefore,
A=B=0.5.

Problem 1.2: Let the input to a channel be RV X with PDF
fx(z) = ze " Pu(z).
Let the output from the channel be RV Y given by
Y =4X +27,
where 7 is a RV independent of X whose PDF is
f2(2) = ze " Pu(z).
The minimum mean square straight line receiver generates an estimate X of X of form
X = AY + B,

for certain constants A, B. Evaluate A and B.



Solution.
jix = iz = \/m/2 = 1.2533
oy =0y =2 — /2 =0.4292
py = 4ux + 2py = 64/7/2 = 7.5199
oy = 160% + 407 = 40 — 107 = 8.5841
Cov(X,Y) = 405 =8 — 27 = 1.7168
Cov(X,Y)

pxy = ———L =0.8944
Ox0Oy

A = pox /oy = 0.2000

Problem 1.3: The input to a channel is a RV X with mean 1 and variance 1. There are
two outputs Y7, Y5 from the channel:

i = X+7,
Yo = X+ 2

where 71, Z5 constitute the “channel noise random variables” and satisfy:

e /, and Z5 each have mean 1 and variance 1.
e Z; and Z, are independent of each other.

e 7, and Z, are each independent of X.

(a) Find the constants ay, as so that the estimator

~

X = a1y + aYs

will make the mean square error E[(X — X)2] a minimum.

Solution. Using the orthogonality principle, you solve the equations

s e | L] =] B |

(Vi) = B(X) + E(Z) =2
Var(Y1) =Var(X)+Var(Z,) =2
E(Y2) = Var(¥y) + i, = 6

Similarly,
E(Y;) =2, E(Y;)=6

We also have

Cov(X,Y;) =Cov(X,X)+Cov(X,Z;)=14+0=1
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E(val) = COU(X7}/1> + px iy, = 3

Similarly,
E(XY;) =3

Finally, we have
Cov(Y1,Ys) = Cov(X, X)+Cov(X, Z))+Cov(X, Zy)+Couv(Zy, Z3) = 1+0+04+0 =1
E(KYVZ) = COU(Kv YVZ) + vy Py, = )

s ella]=[3)

ay = Qg9 = 3/11

You now solve

The solutions are

(b) Find the constants by, by, by so that the estimator

A~

X =01Y) +0Y5 + b

will make E[(X — X)?] a minimum.

Solution. Using the orthogonality principle, you solve the equation

EYZ] BN EW] [0 ] [ EXY]
EVY,] E[VZ] E[Y] bz] E[XY))
EY]  E[Y:] 1 bs B[X]

which becomes (using the parameters computed in (a)):

The solutions are

b1 == ]_/3
bg - 1/3
bg = —1/3

Problem 1.4: A WSS random process X (t) has autocorrelation function 5/(7*+9). Write
some Matlab code to find the coefficient A such that X (3) = AX (1) is the optimum
first-order MS predictor of X (3) based on X (1).

Solution.

tau=0:2;
autocorrelation=5./(tau.~2+9);
RXO=autocorrelation(l);
RX2=autocorrelation(3);
A=RX2/RX0



Problem 1.5: A WSS random process X () has autocorrelation function 3.5—2 cos(7). Find
the coefficient A such that X (6) = AX(3) is the optimum first-order MS predictor of
X(6) based on X(3).

Solution. Compute A = Rx(3)/Rx(0).

Problem 1.6: A WSS random process X (t) has autocorrelation function 5/(7*+9). Write
some Matlab code to find the coefficients A, B such that X(4) = AX (1) + BX(2) is
the optimum second-order MS predictor of X (4) based on X (1), X(2).

Solution.

tau=0:3;
autocorrelation=5./(tau.~2+9);
RXO=autocorrelation(l);
RX1=autocorrelation(2);
RX2=autocorrelation(3);
RX3=autocorrelation(4);

M=[RX0 RX1; RX1 RXO0];
v=inv (M) *[RX3 RX2]’;

A=v (1)

B=v(2)

Problem 1.7: A WSS random process X (f) has autocorrelation function 3.5 — 2cos(7).
Find the coefficients A, B such that X (7) = AX(2) + BX(5) is the optimum second-
order MS predictor of X (7) based on X(2), X(5).

Solution. The orthogonality principle gives you the following equations to solve:

o ][]

=[]

Problem 1.8: A discrete-time process (X,,) is passed through an additive noise channel
with channel noise process (Z,). The processes X and Z are uncorrelated zero-mean
WSS processes with the following autocorrelation functions:

Rx(r)=10/2".  Ry(r) = 106[7]
The channel output process is Y,, = X,, + Z,,.

(a) Find the constant A so that E[(X, — AY;)?] is a minimum.
Solution.

A= E[X,Y,]/E[Y,?] = Rx(0)/(Rx(0) + Rz(0)) = 0.50



(b) Find the constant B so that F[(X,, — BY,_1)?] is a minimum.
Solution.

B = E[X,Y,1]/E[Y? ] = Rx(1)/(Rx(0) + Rz(0)) = 0.25

Problem 1.9: In the block diagram below,

X —[channel | = Y — [estimator] — X

the input RV X and the channel satisfy

px(0) =0.25 PlY =0/X=0]=05 PY =1|X=0]=05 P[Y=2[X=0]=0
px(1) = 0.40 PlY=0/X=1]=05 PY=1X=1=0 P[Y=2/X=1]=05
px(2) =0.35 Py =0/X=2]=0 P[Y=1X=2]=05 P[Y=2/X=2]=05

The (nonlinear) least-squares estimator X = XLS minimizes the mean square estima-
tion error E[(X — X)?| and takes the form

XLs(O), Y: 0
Xis = Xws(1), V=1
X1s(2), Y =2

Find XLs(()), XLs(l), XLS(Q)
Solution. The matrix of joint probabilities is
{ 1/8 1/8 0 }

020 0 0.20
0 0175 0.175

Normalizing columns, the matrix of conditional probabilities for the X values given

the Y values is then
5/13 5/12 0
8/13 0 8/15
0 7/12 7/15

Using this conditional probability matrix, you get:

X15(0) = E[X|Y =0]=8/13
Xis(1) = E[X|Y =1]=7/6
Xi5(2) = EIX|Y =2]=22/15

Problem 1.10: In the block diagram below,



X[n] = = Y[n] = X[n] + Z[n] — [flter] X[

the signal X [n]is WSS with autocorrelation function 2/l and the channel noise process
Z[n] is WSS with Rz[r] = d[7]; signal & channel noise are uncorrelated. You are going
to design a two-tap predictive Wiener filter, whose output at time n is of the form

X[n+1] = AY[n] + BY[n — 1]

and minimizes the prediction error E[(X[n + 1] — X[n + 1])?].

A~

(a) The prediction error X[n + 1] — X[n + 1] must be uncorrelated with each of the
observations Y[n] and Y'[n — 1]. Using this fact, you can write down two linear
equations

CijA+Ci2B = (i3 (1)
O A+ CrpB = (O (2)

involving the unknown filter tap weights A and B. Determine the six constants
C11,17 C11,27 CYI,37 C(2,17 02,27 02,3
Solution. From the equations
E[(X[n+1]— AY[n] — BY[n — 1])Y[n]]
E[(X[n+1]—AY[n]—-BY[n—1)Y[n—-1]] = 0
you obtain
ARy[0] + BRy[l] = Rx[1]

from which one determines that
01’1:2 01‘2:1/2 01‘3:1/2
02’1:]./2 02’2:2 0273:]_/4

(b) Solve the equations (1)-(2) simultaneously for A and B.
Solution. You get A =7/30 and B = 1/15.

2 Nonstationary Processes

Problem 2.1: Let r(¢) be the ramp function
t, t>0
() = { 0, t<0
Let random variable U be uniformly distributed in the interval [0, 1]. Let
X(t), —oco<t< oo

be the continuous-time random process in which

X(t)=rU+t)r(U—1)



(a) Let the continuous-time signal z(¢) be the realization of the process X () that you
get when U = 1/2. Plot z(t). Is x(t) > 0 for all t7 Is z(¢) an even function of
t?7 At what time ¢ does x(t) attain its peak value? At what two times t does x(t)
attain a value equal to one-half the peak value?

Solution. z(t) can be described mathematically as:

(1) = 0.25 —t%, —0.5<¢t<0.5
w = 0, elsewhere

The plot is:

0.25

0.2 b

0.15 q

0.1 q

0.05 4

The signal is clearly nonnegative and even. The peak value (which is 0.25) is
taken on when ¢t = 0. Half the peak value (which is 0.125) is taken on at t =
+1/v/8 = +0.3536.

(b) Compute E(X(0)) and compute E(X(1/2)). Can you conclude from these two
answers that X (¢) is a nonstationary process?

Solution. For each t,
X(t) = max(0,U* — #*).

Thus,
X(0) = U?
X(1/2) = max(0,U* —1/4)
E[X(0)] = E[U?] = (1/12) + (1/2)* =1/3
E[X(1/2)] = /01 max (0, u” — 1/4)du = /l;(uZ —1/4)du =1/6

The process must be nonstationary (if it were stationary, F[X (t)] would be the
same for all t).



Problem 2.2: A message M is modeled as an equiprobable discrete RV taking the values
1,2,4. Frequency modulation is used to transmit M over a communication system.
The resulting modulated FM wave is

M(t) = cos(2ntM), —oo <t < 0.

(a) M(t) is a continuous-time random signal. It has 3 realizations. What are each of
these realizations? Each realization is a periodic signal; give the period of each
realization. Plot each of the 3 realizations for 0 <t < 1.

Solution. The 3 realizations are

x1(t) = cos(27t)

xo(t) = cos(4nt)
x3(t) = cos(8t)
The plots are:
plot of x1(t)
1 T
0.5F B
ok i
—051 i
-1 1 1 1 1 1 1 1 1 1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
plot of x2(t)
1 T
05F i
Js ]
-0.5F B
-1 1 1 1 1 1 1 1 1 1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
plot of x3(t)
1 T
0.5F B
ok i
—05F i
-1 1 1 1 1 1 1 1 Il Il
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1



The periods of z1(t), x2(t), x3(t) are 1,1/2,1/4, respectively.
(b) Let X and Y be the RV’s

X = M(1/4), Y = M(1/8).

Compute pxy.
Solution.

E(XY) = E(cos(mM/2)cos(rM/4))
= (1/3)cos(m/2) cos(m/4) + (1/3) cos(m) cos(m/2) + (1/3) cos(27) cos(mr)
= —1/3

E(X) = FE(cos(nM/2)) = (1/3)(=1) + (1/3)(1) =0
B(X?) = (1/3)(=1)* +(1/3)(1)* =2/3
oy = 2/3

E(Y) = E(cos(mM/4)) = (1/3)(1/V2) + (1/3)(—1) = —0.0976
EY?) = (1/3)(1/v2)*+(1/3)(-1)* =1/2
oy = 1/2—(-0.0976)% = 0.4905

—~1/3
PXyYy = = —0.5829.
V/(2/3) = (0.4905)
(c) Find a time ¢ satisfying 0 < ¢ < 1 such that the RV’s M(t) and M(1/4) are

uncorrelated.
Solution. Since E(M(1/4)) = 0, the problem reduces to finding ¢ for which

E(cos(2mtM) cos(nM/2)) = 0.
This is true if and only if
— cos(4nt) + cos(8xnt) = 0.

t = 1/2 is obviously one solution between t = 0 and ¢ = 1. Plotting the signal
— cos(4nt) + cos(8xt), you will see that this is the only solution.
(d) Is the process stationary?

Solution. M(0) is identically equal to 1, i.e., it is not random. But, at other
times, M (t) can be random. Since all 1-D cross-sections do not have the same
distribution, the process is not stationary.

Problem 2.3: Let A, B be independent RV’s each having mean 0 and variance 1. Let X (¢)
be the continuous-time random process

X(t)=At+ (2t —1)B, —oco<t< o0



(a) Compute the autocorrelation function Rx(s,t).
Solution.

Rx(s,t) = E[X(5)X ()] = stE[A?|+ E[AB]|{s(2t—1)+t(25s—1)}+E[B?*](2s—1)(2t—1).
Since E[AB] = 0 (why?), this simplifies to
Rx(s,t) =st+ (2s —1)(2t — 1).

(b) Find the value of ¢ for which Var[X (¢)] is a minimum.
Solution. The mean function px(t) is clearly zero. Therefore,

Var[X ()] = Rx(t, t) = t* + (2t — 1)*.

Setting the first derivative equal to zero, one easily determines that ¢t = 2/5.

(c) Find the value of ¢ for which E[X (¢)X (¢ — 1)] is a minimum.
Solution.

EIX(OX(t — 1)] = Ry(t,t — 1) = t(t — 1) + (2t — 1)(2t — 3).

Setting the derivative equal to zero yields ¢ = 9/10.

(d) Is the process stationary?
Solution. No, because Rx(s,t) is not a function of s — t.

Problem 2.4: Let A be a discrete RV with PMF

1/2, a=0
pala) =4 1/4, a=1
1/4, a=2
We consider the continuous-time random process (X (¢) : t > 0) in which

X(t) = exp(—At), t>0.

(a) What are the realizations?
Solution. The three realizations are u(t), exp(—t)u(t), exp(—2t)u(t).
(b) Find the PMF of the component RV X (¢).

Solution. For fixed ¢ > 0, the RV X (t) takes the three values 1, exp(—t), and
exp(—2t), with probabilities 1/2, 1/4, 1/4, respectively. The RV X (0) has to be
treated as a special case. It takes just one value 1, with probability 1.

(c) Compute E[X(t)].
Solution.

EIX ()] =1x%(1/2) +exp(—t) * (1/4) + exp(—2t) * (1/4)
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(d) Does the limit of Var[X (¢)] exist as ¢t — oo? If so, what is the limit?

Solution. As ¢ — oo, the 1st realization stays at 1, and the 2nd and 3rd re-
alizations converge to 0. In other words, we may regard X (oo) as the RV with
the two values 1,0 taken on with probability 1/2 each. The mean of X (o0) is
1/2, its second moment is also 1/2 (since X (00)? = X (00)), and so its variance is
1/2 —(1/2)* = 1/4.
We conclude that

Jim Var[X (t)] = Var[X (c0)] = 1/4

The long way to show this is first to show that

Var[X (¢)] = E[X(t)?] — (0.5+ 0.25 % exp(—t) + 0.25 * exp(—2t))*
= (0.5+0.25 % exp(—2t) + 0.25 * exp(—4t))
— (0.5 +0.25 % exp(—t) + 0.25 % exp(—2t))?

Taking the limit as ¢ — oo, the exponentials drop out and you again get the
answer 1/4.

3 WSS Processes

Problem 3.1: What approximate result will the following Matlab script give:

n=1:100000;

freq=pi/8;

theta=2xpixrand(1,100000) ;

mean (cos (freg*n+theta) . xcos (freq* (n+2) +theta))

Solution. Let X be the ergodic WSS discrete-time process for which
X, = cos(© + nr/8),

where © is uniformly distributed between 0 and 27. The Matlab script is using “time-
averaging” to approximate Ry (2). From “random sinusoid” theory, we know that

Rx (1) = (1/2) cos(wyT)

Therefore,

Rx(2) = (1/2) cos(m/4) = 1/(2V2).
Problem 3.2: An ergodic WSS process X (t) has autocorrelation function 5 + 4 % 27171,
(a) Compute px (assuming px > 0).

Solution. p% = lim,_. Rx(7) = 5. Therefore, ux = /5.

11



(b) Compute the power Px generated by the process.
Solution. Px = Rx(0) = 9.

(c) Compute Var[X(t)].
Solution. Var[X (t)] = Px — p4% = 4.

(d) Compute Var[X (1) + X (2) + X (3)].
Solution. From the two equations

Cov[X (i), X (5)] = 4 % 27177

and
Var[X (1) + X(2) + X(3)] = ; Var[X (i)] + 2Cov[X (1), X (2)]
+ 2Cov[X(2), X (3)] + 2Cov[X (1), X (3)],
we obtain:

Var[X(1) + X(2) + X(3)] =3 %4 +2%2+2%2+2x1 =22

(e) Compute the constant A so that X (2) = AX (1) will be the minimum mean square
predictor of X (2) based on X (1).

Solution. We know from class that A = Rx(1)/Rx(0). Therefore, A = 7/9.

Problem 3.3: A discrete-time ergodic WSS process X has a realization of period 3 which

takes the consecutive left-to-right values of 1, 2,3 over one period. Compute ux, Py,
0'3(, Rx(7> Rx(11>

Solution. Since the realization is periodic with period 3, Rx(7) will also be periodic
with period 3. Using this fact and the ergodic property, we can compute all of the desired
parameters via time averaging:

px = (1+2+3)/3=2.
Py = Rx(0) = (1 + 2° + 3%)/3 = 14/3.
ox = Px — i3 = 2/3.
Rx(7) = Rx(7T—2%3) = Rx(1) = (1/3)[1,2,3] ® [2,3,1] = 11/3.
Rx(11) = Rx(11 — 3% 3) = Rx(2) = (1/3)[1,2,3] ®[3,1,2] = 11/3.

Problem 3.4: A box contains two coins, one fair and the other biased with probability of
heads equal to 2/3. A coin is selected from the box at random and flipped forever. Let
X be the discrete-time WSS process defined by:

| 1, if n—th flip is heads
Xln] = { 0, if n—th flip is tails

Work out Rx(7), Px, ptx,0%. Is the process ergodic?

12



Solution.

Px = Rx(0) = (1/2)E[X[n]?|fair] + (1/2) E[X[n]?|biased]
= (1/2)(1/2) + (1/2)(2/3) = 7/12
Rx(7) (1 #0) = (1/2)E[X[n]X[n + 7]|fair] + (1/2)E[X [n]|X[n + 7]|biased]
= (1/2)(1/2)(1/2) + (1/2)(2/3)(2/3) = 25/72
px = (1/2)E[X[n]|fair] + (1/2)E[X[n]|biased]
= (1/2)(1/2) + (1/2)(2/3) = 7/12
0% = Pyx— % =T7/12—49/144 = 35/144

Intuitively, the process is not ergodic because half the time you get a realization according to
the fair coin, and the other half of the time you get a realization according to the unfair coin.
Time averages computed for these two types of realizations would give different answers.

3 (w)

30

16
16 - w

-4 0o 4

Problem 3.5: The power spectral density Sy (w) of an ergodic WSS process X (¢) is plotted
above.

(a) Compute Pyx.

Solution. )
Py = %/ (16 — w?)dw +

30 B 173
or 3w
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(b) Determine the percentage of the total power that is due to the frequency band
—3<w<3.
Solution. r 0 54

—/ (16—w2)dw—|—2— = —

2m J—3 ™ T

54
Percentage = [TS/S] x 100 = 93.64%

(¢) Determine p% and o%.
Solution. Only the inverse transform of the delta function part contributes
anything as 7 — 0o. So, p% is the inverse transform of 30(w), which is 15/7.

px = 15/m
oy = Py —15/m=128/3r

Problem 3.6: A WSS process X (¢) has autocorrelation function Rx(7) = 3 + 2exp(—|7|).

(a) What is the average power generated by the process X (¢)?
Solution. Px = Rx(0) =5

(b) Find Sx(w).
Solution. Take Fourier transform of Rx (7). You get

4

Sx(w) = 671'(5(&)) + m

(c) What percentage of the X (¢) power is due to frequencies in the band —1 < w < 17
Solution. .
(1/2n) / Sy (w)dw = 3+ 8Tan"'(1) /27 = 4
—1

Percentage of total power = 80%

Problem 3.7: Let X (¢) and Y (¢) be independent WSS processes with Rx(7) = cos(677)
and Ry (1) = cos(277). Compute the power spectral density of the process Z(t) =
X ()Y (t). Compute the power generated by the process Z(t) in two different ways.

Solution.
Rz(17) = Rx(1)Ry (1) = (1/2)[cos(87T) + cos(4nT)]

Sz(f) = (/0(f =4) +0(f +4) +6(f = 2) +6(f +2)]

power = Rz(0)=1
power = /_OO Sy(f)df = (1/)1+1+1+1] =1
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4 Linear Filtering of Processes

Problem 4.1: Let (X,,) be white noise with Ry (7) = d[7] (the discrete-time delta function).
Let (Y;,) be the WSS process arising from the causal filtering operation:

Y, =8X, + (0.6)Y,_;, for all integers n (3)

(a) Multiply both sides of (3) by X,, and take the expected value of both sides. Using
the fact that E[Y;X,] = 0 for all i < n, deduce what the value of E[X,Y,] is.

Solution.
E[Y, X, =8E[X2] =38

n

(b) Multiply both sides of (3) by Y, and then by Y,, ;; take the expected value, and
then solve the two resulting equations simultaneously for Ry (0) and Ry (1).

Solution. Multiplying as directed:
E[Y;] = 8E[X,Y,] + (0.6) E[Y,,—1Y,)]
E[Y,Y,] = (0.6)E[Y; ]
These equations simplify to:
Ry (0) =64+ (0.6)Ry (1)
Ry (1) = (0.6)Ry(0)

The solution is:
Ry (0) =100, Ry (1) =60

(c) Multiply both sides of (3) by Y;,_o, take the expected value, and then compute
Ry (2) from Ry (1).
Solution.
E[YnYn—Z] = (06)E[Yn—1Yn—2]

Ry (2) = (0.6)Ry(1) = 36

Sx(w>

A

10

—20 0 20
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Problem 4.2: The power spectral density Sx(w) of a continuous-time WSS process X ()
is plotted above.

(a) Compute the power Px generated by the process X (t).
Solution. Divide the area of the triangle by 2.

Py = (1/2) %40 % 10 % (1/27) = 100/7

(b) Let Y(t) be the process obtained by linear filtering of X (¢) with filter frequency
response function:

1, —10<w<10
H(w) = { 0, elsewhere

Compute the power Py generated by the process Y ().

Solution. You just have to remove two little triangles of base 10 and height 5
from the X process power spectrum.

Py =(200—2%0.5%10%5)/2r =75/7

(c) Let Y(t) be obtained from filtering of X (¢) as before, except that now the filter
has frequency response

1, -B<w<BEHB
H(w) = { 0, elsewhere,

where the filter bandwidth B must be between 0 and 20. Compute the bandwidth
B so that Py /Px = 0.90.

Solution. You just have to remove two little triangles of base 20 — B and height
0.5(20 — B) from the X process power spectrum.

Py = (200 — 2% 0.5%0.5% (20 — B)(20 — B))/2w
Setting Py = 0.9 % Px, you get
200 — (20 — B)?/2 =180
from which you determine that

B =20—-v40 =13.68

Problem 4.3: A WSS process X (t) has power spectral density function

Sx(w) = { 4= (W/9), Jwl <6

0, elsewhere
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(a) Find the average power generated by this process.

Solution. .
Py = %/ 4 — w?/9]dw = 16/
(b) Find Rx(7).
Solution.
Rx(1) = %/ [4 — w?/9]e’*  dw
- - /0 4 — w?/9] cos(Tw)dw
_ 4si;7(-67') (2 )dr) [31;17(T€7i_7')]

(c) X(t) is applied as input to the RC filter given in the diagram below (take RC =
1/6). Find the average power generated by the filter output process Y ().

Solution. X
5(0) = [HPSx () = | a7z | 55(9)
Py = i/i%d
- _/ {36+w2_1}dw
i
R
VW
+ +
X (t) ¢ Y(t)

Problem 4.4: Refer to the RC filter diagram above. Suppose that RC' = 2.

(a) Assuming px = 2. Compute py.

Solution.
1/2

s+1/2

H(s) =

17



h(t) = 0.5 exp(—t/2)u(t)
uy:uX/_oo h(t)dt =5%1=5

(b) Assuming Rx(7) = 66(7), compute Py.
Solution. Since the input is white,

Py =Py [

o0

h(t)%dt = 6 /OO 0.25 exp(—t)dt = 1.5.
0

Problem 4.5: A WSS process X (¢) has autocorrelation function Rx (1) = A+ Bd(), where
A and B are constants. Let Y'(¢) be the process defined by

for all ¢.

(a) Find Ry (7).
Solution.

where

31—, -3<r<3
o) = { [ ]0, elsewhere

Ry(t) = o(1)* Rx(7)
= A/cb(r)dr + Bo(r)
= 9A+ Bo(r)

(b) Find Sy (w).
Solution.
Sy(w) = F[Ry (1) = 1871 Ad(w) + B [M]

(c) Find the average power generated by the process Y'(t).

Solution.
Py = Ry(0) = 94 + B¢(0) =9A + 3B

(d) Find the mean puy of the process Y'().
Solution.

— [/ h(t)dt] — 434
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Problem 4.6: The input X (¢) to the filter above is WSS with autocorrelation function
Rx (1) =66(1) +10, —o0 <7 < 00

(a) Find px and py.
Solution.

h(t) = (R/L)e”/Tu(t)

Hx = :l:\/m
Hy = UXx /OO h(t)dt = :*:\/E
(b) Find output power.
Solution.
1 00
P = %/_M|H(w)|ZSX(w)dw

IES R?

- — S — 2
- [m (Lw +R2> (6 + 2076 (w) )dow

= 3R/L+10

Problem 4.7: In the block diagram below

R

resistor

[ —  Y(t) L

inductor

X (t) is white noise with Rx(7) = Ad(7).
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(a) Find Sy (w).
Solution. Let H(w) be the frequency response of the circuit part of the overall

system.
A
SY(W) = E
I
Hw) = 22
Ljw+ R
L2w?
2
HWIE = parme
AL?
_ 2 _
Sww) = [HW)Sy(w) = 757

(b) Find Ry (7).
Solution. Take the inverse Fourier transform of Sy (w):

AL
R (r) = 5% exp(-Rirl/ 1)
(c) Compute Py two different ways.
Solution.
AL
P = = —
o= Rwl0)=5p5
1 00
Py = %/ﬂo Sw (w)dw
1

= A
- = /_OO TR = AL/2R

Problem 4.8: A band-limited continuous-time WSS process x(t) has power spectral density

Solf) = { 0, elsewhere

Compute the bandwidth B so that if x(t) is passed through a differentiator, the power
at the differentiator output will be equal to the power at the differentiator input.

Solution.
B B
input power = 2/ S(f)df = 2/ fdf
OB " B
output power = 2/0 (27 )28, (f)df = 87?2/0 fidf

Solving for B you get

B=—
V21
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Problem 4.9: A zero mean WSS process x[n] has autocorrelation function

1, 7=0
R.(1) =14 1/2, 7=4=1
0, elsewhere
Let y[n] be the process
y[n] = alz[n] + z[n — 1]]

where « is a parameter that will be determined.

(a) Find the impulse response of the system that carries x[n] into y[n] and use this to
find the autocorrelation function of y[n].

Solution. h[n] = a, n =0,1 (zero elsewhere) and so
Ry[T] = h[7] % h[—T7] * R,(T)
The right side of the above equation in z domain is

?(1+ 21 +2)(1+ 521+ .52) =a?(5z 2+ 221 + 3+ 22+ .527)

Therefore
302, 7=0
202, T =41
(5)a?, T =42
0, elsewhere

Ry(r) =

(b) Find the value of « that minimizes E[{z[n] — y[n — 1]}?].

Solution. It is desired to compute the power generated by the process z[n] =

x[n] —y[n —1]. You get the process z[n] by putting z[n] thru a filter with transfer
function 1 — az™' — az72. So, the z-transform of R,(7) is

(1—azt—az 31 —az—az’)(1+ .52 1+ .52) = (3a* — a + 1) + other terms

We conclude
E[(z[n] —y[n —1])*] = R.(0) =3a* —a + 1
This is minimized when o = 1/6.

(c) Compute the average power generated by the process y[n|, using the value of «
you found in (b).

Solution. (¢) 3a® = 1/12.

Problem 4.10: Let x(t) be a zero-mean WSS process with

Se(f) = exp(=mlf])
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Compute

B|{[ star}]

Solution. You must find R, (0) where y(¢) is the process

y(t) = h(t) = z(t)
and where

h(t):{ 1, 0<t<1

0, elsewhere
Letting Q(t) = h(t) = h(—t), we have
B(0) = [ Q)R.(rdr

—0o0

1 2 4 [Tan™'2  1In5
= 2/ 1= ) ———dr = = - =
o LIy = l 2 g ]

Problem 4.11: Let X(¢), —oo < t < oo, be a white noise process and let Y(¢) be the
process

Y(t)=X{t+1)+X(t—1)
(a) Find Sy (f).
Solution. H(f) = 2cos(2rf) and so

Sy(f) = [H(f)[*Sx(f) = 407 cos*(27 f)

(b) Pass Y'(t) through an ideal low-pass filter of bandwidth 1 Hz. Compute the output
power.

Solution. output power = [, 402 cos? (2 f)df = 40>

(c) Pass Y(t) through an ideal band-pass filter whose passband is {f : |f —4| < 1/3}.
Compute the output power.
Solution. output power = 2 f44f11/33 40? cos? (27 f)df = 852%/3

Problem 4.12: A white noise process with autocorrelation function equal to the delta func-
tion is the input to a linear time-invariant system. Compute the power generated by
the output process if:

(a) The system is discrete-time with impulse response hn] = 3~ "u[n].
Solution. R,(0) =3, h[n]* =32,9 " =9/8.

(b) The system is continuous-time with impulse reponse h(t) = exp(—3t)u(t).
Solution. R,(0) = [ h(t)*dt = [5° exp(—6t)dt = 1/6.
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Problem 4.13: An ergodic WSS process X (t) satisfies
Rx (1) =1+cosT.

Let Z(t) be the process
¢
Z(t) :/ (sin u) X (u)du.
¢

-1
Assuming that ux < 0, find the mean function gz (t).
Solution. Time-averaging Rx (7), we see that u3 = 1. Since ux <0, uyx = —1.

uz@):lﬂZUﬂ::Kt(ﬁnuﬂw@duzcmﬁ—wmﬂt—l)

-1

—30 —20 20 30

Problem 4.14: A WSS process X (t) has power spectral density plotted above. Let Y'(¢)
be the WSS process

Y (t) = /_tooX(u)du, —00 <t <00

(a) Compute the power generated by the process X (¢).
Solution. The total area of the rectangles is 80. Dividing by 2,

40
PY:—.

2

™

(b) Compute the power generated by the process Y'(t).

Solution.
1 foo 1 /30 1 30 4
Py —/,%@m:— MH (W) Pdw = — [ Zdw =
20

21 J -0 T mJ20 w? 157"
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Problem 4.15: Let X(¢) be WSS with Rx(7) = exp(=2|r]). Let Y (¢) be the result of
passing X (t) through an LTT filter with impulse response h(t) = exp(—t)u(t). Compute
EI(X(t) =Y (1))7].

Solution. Let E(t) be the process E(t) = X (t)—Y (t). Then E(t) = (6(t)—h(t))xX (t),
and so
Sp(w) = [1 — H(w)["Sx(w)

Plugging in

1
H =
() Jw+1
4
W)=y
you get
4? . —4/3 16/3

(@) = W2+ D)(w?+4) w?+l w’+d

Py = (1/2m)(-4/3)] [ w21+ o1 [ w21+4dw] 93

Problem 4.16: A WSS process (X,,) has power spectral density function

1

S =
X(w) 5—4cosw

Let (Y;,) be the WSS process in which
Y, =X, + X,

for every n. Find Sy (w) and Py.

Solution. The transfer function is H(z) = 1+ 2z~ and so the frequency response
function is H(w) = 1 + exp(—jw). This gives

|H(w)|* = 2(1 + cosw)

Sy(w) = Sx(w)|H(w)

~ 2(14cosw)
5 —4dcosw
9/2
= (=1/2 _ s
( / )+5—4cosw

Py = (1/27) / Sy (w)dw = —1/2 + (9/2) Rx (0)

—T

Using tables,
1

Rx(r) = F~! {7
X(T) 5—4cosw

| =305

So,
Py =—1/2+(9/2)(1/3) = 1
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Problem 4.17: In an additive noise channel, the signal is
X(t) =3sin2t
and the noise Z(t) has power spectrum

10, ~1<w<1
Szw) = { 0, elsewhere

Send the process X (t) + Z(t) process through a differentiator.

(a) Compute the SNR in decibels at the differentiator input.

Solution. The power generated by a deterministic sinusoid is 1/2 the square of
the amplitude. Therefore,

Px = 3%/2 =4.5.

We get the noise power by integrating the noise power spectrum and dividing by
2m. Therefore,

Py =10%2/2m = 10/7.
The differentiator input SNR is therefore

4'—5 = 1.5 decibels

10log, 0
o81 10/7

(b) Compute the SNR in decibels at the differentiator output.

Solution. At the differentiator output, the signal part is 6 cos 2t and its power is
36/2 = 18. At the differentiator output, the noise part has power

(1/27) /o:o WS (w)dw = (1/27) /_11 1002dw = 10/37

The SNR is therefore

18
101log;, m = 12.3 decibels

Problem 4.18: A discrete-time WSS process X has power spectral density
Sx(w) =4md(w —7/3) + 371d(w —37/4), 0<w<m

Let Y be the discrete-time WSS process obtained by passing X through the discrete-
time LTI filter with frequency response function

5

Hlw) =57 exp(—jw)
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(a) Compute the power Px generated by process X.

Solution. Integrating Sx(w) from 0 to 7 and dividing by 27 gives half the power
(because the integral from —m to 0 gives the other half). So Py = 7.

(b) Compute the power Py generated by process Y.

Solution.
25

|H(w)|2 - 5+ 4cosw
|H(7/3)|* = 25/7
|H (37 /4)> = 25/(5 — 2/2) = 11.51
Py = (1/7)(47)(25/7) + (1/7)(37)(11.51) = 48.8

Problem 4.19: A continuous-time ergodic WSS process X (¢) has aucorrelation function

7272 + 36
A0 =Tt

It is processed as follows:

X(t) - /tt LY ()

-8

(a) Find power Px generated by process X.
Solution. PX = RX (0) = 36.
(b) Find p3.
Solution.
px = lim Rx(7) =72/12=6
(¢) Find pi.

Solution. The impulse response function h(t) is a rectangular pulse of amplitude
1 starting at time ¢ = 0 and ending at time ¢ = 8.

Hy = MX/ h(t)dt = 8ux

— 00

Squaring both sides, we see that u? = 384.

Problem 4.20: In the block diagram

X(t) + Z(t) = [Hw)| = Xo(t) + Zo(t)
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the PSD’s of WSS signal X (¢) and WSS noise Z(t) are given by

Sy(w) = [ 10l 10w <10 Sy = {5 S0<w<0
X\ = 0, elsewhere ZWI= 0, elsewhere

The filter is an ideal low-pass filter with frequency response H(w) equal to 1 from —B

to B (zero elsewhere), where B, the filter bandwidth, is to be determined by you in
the following.

(a) Compute the signal-to-noise ratio at the filter input (i.e., the X (¢) power divided
by the Z(t) power). (Hint: If you use the plots of Sx(w) and Sz(w), you may be
able to compute power without doing any integration.)

Solution.

__ areaunder Sx(w) __ 100 __ 1

signal-to-noise ratio = area under Sz (w) 100

(b) Xo(t) is the signal part of the filter output (i.e., the filter’s response to X(t))
and Zy(t) is the noise part of the filter output. Compute the filter bandwidth B
so that the filter output signal-to-noise ratio will be 1.75 times the filter input
signal-to-noise ratio.

Solution. The output signal-to-noise ratio is

[2,(10 — |w|)dw 100 — (10 — B)?
[N 10B

=1.75

Solving this equation for B, you get B = 2.5. (I did not do any of the integrals
above; I just used the formula for the area of a triangle.)

Problem 4.21: Two independent discrete-time ergodic WSS processes X,, and Y, have
autocorrelation functions

Rx (1) = 404[r]+25
Ry (1) = 700[r] + 16

and it is known that py and py are both positive. Let Z,, be the WSS process
Zn=3X,—-2Y,, n=0,+£1,4+2,4£3,...

(a) Find px, py, piz.
Solution. We have

ik =25, 4 =16,
and so
px =9, py =4
Therefore,
pz =3pux — 2uy =1T.
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(b) Find the power generated by the process Z,.
Solution.

E[Z2] = 9E[X]]+4E[Y,)] — 12E[X,Y,]

9Px + 4Py — 12pux py
— (40 + 25) + 4(70 + 16) — 12 5 + 4 = 689

Problem 4.22: Let X be a discrete-time WSS process with autocorrelation function
Ry (1) = exp(—|7]).

X is to be filtered to yield a discrete-time WSS filter output process Y for which
Ry (1) = 0. The filter impulse response function is to be of the form

hin] = 0[n] + ad[n — 1].
Determine the value of the filter tap weight a.

Solution. Since
Ry (1) = Rx (1) = (h[7] x h[-T7]),

and since
h[r] * h[—7] = (1 + a*)6[r] + ad[r + 1] + ad[r — 1],

it follows that
Ry (1) = (1+a*)Rx (1) + aRx(t + 1)+ aRx (7 — 1).

Plugging in 7 =1, we get
0= Ry (1) = (1+a®)exp(—1) + a(l + exp(—2)).

Solving for a, you get
a= —exp(—1).

Problem 4.23: Let a WSS process X(t) have PSD

90w?

T

(a) Write Matlab code which will compute the power Py generated by the X process.
Solution.

syms omega
power=int ((1/(2*pi))*90*omega~2/(10+omega~4) ,~inf,inf);
PX=eval (power)
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(b) Suppose we pass the process X (t) through an ideal lowpass filter with bandwidth
50 rad/sec, and let Y'(¢) be the output process. Write Matlab code which computes
the power Py generated by the Y process.

Solution.

syms omega

power=int ((1/(2*pi))*90*omega~2/(10+omega~4),-50,50);
PY=eval (power)

(c) Use Matlab to find the bandwidth B in rad/sec of an ideal lowpass filter which
passes 90% of X’s power through it. Round your answer for B to nearest integer.

Solution. Run the following line of Matlab code
eval(int ((1/(2%pi))*90*omega~2/ (10+omega~4) ,-B,B))/PX

for each of the following B values:
B =10,11,12,13,14,15,16,17,18, 19, 20.

You will find one of these that does the job.

Problem 4.24: Let (Z,) be white noise with variance 9. Let (X,,) be the WSS process
Xpn=54,—4Zy_1+27Z,_5
Use Matlab to obtain Rx(r) for 7 = —2,—1,0, 1, 2.
Solution. Run
9xconv([5 -4 2],[2 -4 5])

This is an implementation of the formula

Rx (1) = Rz(7) x h(1) * h(—7) = 9[h(7) * h(—T)].

Problem 4.25: Let Z be discrete-time white noise with unit variance. Find an FIR filter
which converts Z into process X with autocorrelation function

5/4, 7=0
Rx(r)=<¢ —=1/2, 7==1
0, elsewhere
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Solution. From experience we know that the filter transfer function is of the form
H(z)=a+bz .

Computing H(z)H(z~") will give us Sx(w) (after converting from the z variable to the w
variable).
H(z)H(z7") = (a®> + b%) + ab(z + 27").

This must coincide with the z-transform of Rx(7), which by inspection is
5/4—1/2(z+271).
Therefore, we must solve the equations

a>+b = 5/4
ab = —1/2

Simple algebra gives us two solutions:
a=1, b=-1/2,

or
a=-1, b=1/2,

Taking the first solution, we can take our FIR filter to have impulse response function

hin] = ad[n] + bd[n — 1] = d[n] — 0.50[n — 1].

5% Gaussian Processes
Problem 5.1: A WSS Gaussian process X (¢) has uy > 0 and
Rx(t) =4+ 527

(a) Let f(z) be the density of X (1). Write down f(x).
Solution.

EIX()P = lim Ry(r) =4
E[X(1)] = 2
E[X(1)}] = Rx(0)=9

]

] )

Var[X(1)] = E[X(1))]-EX(1))P=9-4=5
f(x)
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(b) Let g(y) be the density of Y = X (3) + X(2). Write down g(y).
Solution.
E[Y?] = EB[X(2)°]+ E[X(3)"] + 2E[X(2)X (3)]
= 2Rx(0) +2Rx(1) =18 +2(4 +5/2) = 31
oy = E[Y?|—u3 =31-16=15
1

gly) = \/%—Texp( (y —4)*/30)

Problem 5.2: X[n] = A(—1)" + B is the WSS Gaussian process in which A, B are inde-
pendent standard Gaussian random variables.
(a) Find Rx(7).
Solution.
Rx(t) = E[X[n]X[n+ 7]
= E[A")(-1)"""" + E[B’] + E[AB]((-1)" + (-1)"*7)
= (-1)"+1
(The last term dropped out because E[AB] = E[A]E[B] = 0.)

(b) Determine the probability distribution of each 1-D cross-section of the process.

Solution. If n is odd, then X[n] = B — A, and this cross-section has a Gaussian
distribution with mean 0 and variance 2. If n is even, then X[n] = A + B, which
also has a Gaussian distribution with mean 0 and variance 2.

(c) Explain why the process is not ergodic.
Solution. Notice that

X[n)|X[n+7])=A*(—1)" + B>+ AB[(-1)"][1 + (-1)"].

Fixing 7, and time-averaging this expression over n, the last term drops out (since
(—1)™ oscillates between +1 and —1). However, the other two terms do not drop
out, and so we conclude that the time-average of X[n]X[n + 7] is
A% (1) + B2
Since this depends on the realization, the process can’t be ergodic.
(d) Compute E[X[n]!].
Solution. From solution to (b), X[n]/v/2 is standard Gaussian. The fourth

moment of a standard Gaussian random variable is 3. (You can obtain this by
differentiating the moment generating function e*/2 four times and then plugging

in s =0.) That is,
E[(X[n)/v2)"] =
It follows that
E[X[n]Y] = 12.
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Problem 5.3: An ergodic WSS Gaussian process
X(t), —oco<t< oo
has autocorrelation function
Ry (7) = 100e™ ™ cos(2r7) + 10 cos(677) + 36.

(a) Find the constant value of E[X (¢)] (assuming that this constant value is positive).
Solution. Since the process is ergodic, you can compute the following time
average to get %

T
Py = lim T7" [ Rx(7)dr.

T—00 0

There are three terms in Rx(7) which we can time average separately:

e The time average of 100e™" cos(2mT) is zero because this is the limit as
T — OQ.

e The time average of 10cos(677) is zero because the time average of any
sinusoid is zero.

e The time average of 36 is 36.

Our conclusion is that
1y = 36.
Therefore, ix = £6. We are told that pux > 0, and so
E[X(t)] = px = 6.

(b) Find the constant value of F[X (t)?].

E[X(t)*] = Px = Rx(0) = 146.

(c) Find the constant value of Var[X(t)].
Solution.
Var[X(t)] = 0% = Rx(0) — % = 110.
(d) Find the smallest positive value of 7 for which the random variables X (¢) and
X (t + 7) are uncorrelated.
Solution. Uncorrelated means (see Chapters 3,5)

EX(t)X(t+ 1) =FE[X]E[X(t+71)].

The left side is Rx(7), and the right side is p% = 36. So, we find the desired 7
by solving the equation

100e™ 7 cos(2m7) 4 10 cos(677) = 0. (4)

One solution that can be seen by inspection is 7 = 0.25. If one uses Matlab to
plot the function of 7 on the left side of equation (4), one sees that 7 = 0.25 is
the smallest positive value of 7 which makes this function equal to zero. So, the

answer is
7 =0.25.
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(e) What is the mean and variance of the random variable Y = X (0) + X (1)? What
is P(Y < 40)?

py = E[X(0)]+ E[X(1)] =2 pux = 12.
Cov(X(0), X (1)) = B[X(0)X(1)] — 4% = Ry (1) — 36 = 46.7879.
oy = Var[X(0)] + Var[X (1)] + 2Cov(X(0), X (1)) = 313.5759.
Y — py < 28
oy B \/m

P(Y <40) =P ( ) = ®(1.5812) = 0.94.

6 Independent Increments Processes

Problem 6.1: Two famous “independent increments processes” are the random walk pro-
cess and the Poisson process. This problem concerns these two processes.

(a) Let
Xna n:07172737"'
be the random walk process. (Recall that X, = 0, and that each X, for n > 1 is
the sum of the first n samples of the Bernoulli fair-coin-flipping process.) Compute

the probability that the random walk process makes its first return to zero at time
6. In other words, compute

P[Xl 7£ 07X2 7£ 07X3 7£ 07X4 7£ 07X5 7£ 07X6 = 0]
Solution. The “increments” are:
Bl — X1 - XO
BQ - XQ - X1
B3 - X3 - XQ
B, = X;,—X;3
B5 = X5 - X4
Bﬁ — X6 - X5
The sequence of increments (B, By, B3, By, Bs, Bg) must be one of the following:
+1,+1,4+1, -1, -1, -1)

-1,-1,-1,41,+1,41)
41,41, —1,+1, -1, —1)

(—1,—1,+1,—1,+1,+1)
By “independent increments” each of these 4 possibilities has probability (1/2)°.
The answer is therefore

(
(
(
(

4% (1/2)% =1/16.
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(b) Let
X(t), t>0

be the Poisson process with arrival rate of 0.5 arrivals per second (our time variable
t is in seconds). Compute the probability that there are just as many arrivals in
the first three seconds as there are in the next four seconds. In other words,

compute
P[X(7) = 2X(3)].

Solution. The desired probability can be decomposed as the following sum:
> P[X(3)— X(0) =k, X(7) — X(3) = k.
k=0

By “independent increments”, the k-th term can be re-written as:
P[X(3) — X(0) = k|P[X(7) — X(3) = k]
X(3) — X(0) is a Poisson RV with parameter
a=(3—-0)*0.5=1.5.

Therefore
P[X(3) — X(0) = k] = exp(—1.5)(1.5)"/k!.

X(7) — X(3) is a Poisson RV with parameter
a=(7T-3)%0.5=2.
Therefore
P[X(7) — X(3) = k] = exp(—2)2"/k!.

Our answer is therefore

00 k

exp(—3.5) >

k=0

= 0.2162.
(K1)?

Problem 6.2: X (¢) is Poisson process with arrival rate A = 4.

(a) Compute P[X (1) =4] and P[X(2) = 2].
Solution. The parameter of the Poisson RV X (1) is 4. Therefore:

P[X(1) = 4] = exp(—4) x 4*/4! = 0.1954
The parameter of the Poisson RV X (2) is 8. Therefore:

P[X(2) = 2] = exp(—8) x8*/2 = 0.0107
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(b) Compute P[X(2) > X (1) + 1].
Solution.

PIX(2)>X(1)+1]=P[X(2)—X(1)>1]=1-P[X(2)—X(1) <1]
X(2) — X (1) is Poisson with parameter 4. Therefore:
P[X(2) > X(1)+ 1] =1—exp(—4) — exp(—4) x4 = 0.9084

(c) Compute P[X(3) > X(2) > X(1)].
Solution. Since the increments X (3) — X(2) and X (2) — X (1) are independent,

(3) — X(2) >0, X(2)— X(1)> 0]
(3) — X(2) > 0]P[X(2) — X(1) > 0]

w

PIX(3)> X(2) > X(1)] = P[X

P[X

Both X (3) — X(2) and X(2) — X (1) are Poisson with parameter 4. Therefore:
P[X(3) > X(2) > X(1)] = (1 — exp(—4))* = 0.9637

(d) Compute E[X(2)|X (1) = 5].
Solution. X (2) — X (1) and X(1) are independent. Therefore:

EX(2)X(1) =5] = BX(2) - X()[X(1) = 5]+ EX(1)[X(1) = 5]
[X(

(e) Compute E[X(2)X(5)].

Solution. Using independent increments property of Poisson process again,

E[X(2)X(5)] = E[X(2)"]+E[X(2)(X(5) - X(2)]
= E[X(2)’] + E[X(2)]E[X(5) — X(2)]

X (2) is Poisson with parameter 8, mean 8, variance 8, and second moment 8+82 =
72. X(5) — X(2) is Poisson with parameter 12, mean 12. Therefore:

E[X(2)X(5)] =72+ 812 =168
Problem 6.3: Let W(t¢) be a Brownian motion process with parameter a = 1. Compute

(a) The correlation coefficient between W (3) and W (9), using independent increments
property.
Solution. The mean function of the Brownian motion process is zero. Also,

EW ()] =Var(W(t) = at =t,

for all ¢t > 0.
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Therefore

We have
W)W (9) = W(3)[W(9) = W(3) +W(3)] = W(3)[W(9) — W(3)] + W(3)*.

By independent increments, W (9) — W (3) and W (3) = W (3) — W(0) are inde-
pendent; they also each have zero mean. Therefore,

E{W(3)[W(9) - WB)]}t = EWB)EW(9) - W(3)] =0,
and so
EW(3)W(9)] = E{W (3)[W(9) — W (3)]} + E[W(3)’] = E[W(3)*] = 3.

We conclude that
_ CoW@.WE) 3 _
OO T W @) Var(W(9) V3O

Sl

(b) Compute E[(W (1) + W(2) + W (3))?] using independent increments.

Solution.
W (1)+W(2)+W(3) = W(1)42W (2)+[W (3)—W (2)] = 3W (1)+2[W(2)—W (1)]+[W (3)—W(2)].

Also,
W(1) =W (1) = W(0),

so we have expressed W (1) + W (2)+ W (3) as a linear combination of three increments:
W) +W(2) +W(3) = 3[W(1) = W(0)] +2[W(2) - W(1)] + [W(3) — W(2)],

Each of the three increments W (1) — W(0), W(2) — W(1), and W(3) — W (2) is a
Gaussian(0,1) RV, and these three RV’s are independent. It follows that

E[(W(L)+W(2)+W(3))] = 3°E[(W (1) =W (0)*]+2* E[(W (2) =W (1)’]+E[(W (3) =W (2))7].

(All cross-product terms on right side drop out because of independent increments,
that is, for ¢ # j,

E(W(@)-W(i=1)W(G)-W(G=1)] = EW(@)-W(i-DEW(7)-W(j-1)] = 0+0 =0
holds.) We conclude that

E[(WQ1)+W(2)+W(3))?*]=3*+2+1=14.
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