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There are 3 questions. You have at least the class periodswenthem. Show all work. Answers given
without work will receive no credit. GOOD LUCK!

1. (30 points)A random telegraph wav¥(t) flips back and forth betweeftl. The times
between transitions are iid exponential random variabliés parameteiA. We showed in
class thaE[X(t)] = 0 andE[X ()X (t+1)] = e 2.

X(t) is applied to a linear time invariant filter with impulse resgseh(t) = d(t) — &(t — 1)
whered(t) is the unit impulse function. The output proces¥ {§).

(@) (10 points)Please provide a simple analytic expressionvf@n in terms ofX(t).
SOLUTION: Y(t) = X(t) = X(t—1).
(b) (10 points)CalculateRy (1).

SOLUTION:
Ry(t1) = E[Yt)Y(t+1)]
= EXOX({t+1)]+EX({t—-1)X(t—1+1)]
— EX{A)X[t—14+1 —E[X(t—1+1)X(t+1)]
Simplifying

Ry (1) = 2Rx (1) —Rx(1—1) —Rx(T+1)

(c) (10 points)The power spectral density of the output3s(f) = Sx(f)|H(f)|2. Cal-
culate S¢(f) andH(f). Show that the resulting,(f) is equivalent to the Fourier
transform of your result in the previous patrt.

SOLUTION:

_ 1 B A\
T ianfr2n | —jorfr2n | (2mf)2 4 4A2

Sk(f)
1 _ . .
H(f) = /o (3(t) —d(t—1))e 12 dt = 1 — e 12 — 2je~ 1™ ginnf

IH(f)|? = 4sirfrtf

. a\
Sy(f) = 4sirtif (m)
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The Fourier transform 02Rx (1) — Rx(t—1) —Rx(T+1) is
S(f) = (2—e—12"f —ejznf)sx(f) — 2(1— cos 2tf)Sx(f) = 4sirf Tt S ()
which is the desired result.

2. (30 points)We have learned that the best linear estimate of a randorablai with mean
Ky given an observation of a related random vari@bhith meanpy is
Cov(X,Y)

VY —
)
Ox

(X =) + py

(a) (15 points)Show that the expected square efEE?] = E[(Y —Y)?] = 62(1— pZy)

wherepxy = C?,\X/(QY).
SOLUTION:
2 2
E[£?] =E[(Y-Y)] = <7C°"(>2<’Y>) ok +0% — 2—<C°"(>§’Y))
Ox Ox
This reduces to )
CovX,Y
E[E%] =0§ - ("(0—2» = 0%(1—p%y)
X

(b) (15 points)Show that ifX andY are jointly Gaussian random variables, the etfor
Y —Y is independent of the observatian Is this independence a good or a bad thing
in terms of the quality of the estimate?

SOLUTION: £ is alinear superposition of two jointly Gaussian randomigadtes X
and Y, soE is Gaussian and also jointly Gaussian with X.
E[EX]=E[YX-YX] = E[%(X — W)X+ Wy X =YX
X

so that
CovX.,Y)

E[EX] =
0%

(E[X? — &) + pyix — E[Y X] = Cou(X,Y) — CouX,Y) =0

Since BE] = 0, £ and X are therefore independent.

This means that our estimatdt extracted all the possible information from the ob-
servable X so that what remains is independent of the obsenvathat is, the random
error springs from uncertainty having nothing to do with titeserved X. If, conversely,
‘£ and X were correlated, then X could still “tell us somethirgpat £” and we could
use that information to provide a better estimate of Y .

3. (40 points)Rutgera Univera, the world famous Rutgers University EC&lgate student has
foundedCatBAM!an early warning communications service which operatefemplains of
Africa. Resourcefully, Rutgera uses available materialbuild her network — specifically
meercats, atype of African plains rodent and bat guano. Batg (droppings) are explosive.

Each meercat sentinel (watcher) is sent from his home basppd with two guano-filled
rockets. His job is to look for lions in the vicinity. If a liois present, the meercat launches
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the first rocket. If no lion is present the meercat launchesseircond rocket. Both rockets
will return to home base and explode to announce their drrilfathere is no wind, the
first rocket will land at positionujjo, = (1,—1). Likewise, the second rocket will land at
UW = (—1, l)

However, there is ALWAYS gusty wind so that the actual laigddosition is a random vector
X =u+W wherew is a Gaussian random vector with mean zero and correlatidnxma

2
_ o1 O
RW—[o

A decision about whether a lion is present or not is made floerobserved landing position
X.

(@) (10 points)What arefy o (X|lion), fy ng.jign(X/no-lion)?
SOLUTION: The covariance matrix is diagonal so we have independensS§an
random variables, offset by the mean landing position:

()% (xp+D)?

2
e 201 e 202

fx‘|ion(x|lion) = 11010,

L (qtD? (12

2 2
e 201 e 202

fxmo_|i0n(x|no-lion) = 110105

(b) (10 points)Assuming a lion is as likely as not to be present, please desigecision
region on the observabk which minimizes the probability of error.

SOLUTION: The likelihood ratio is

(x-12  (xp+D)?

1 e_(x%%)_ze_(%%n_z N0<I_ion
2101072
which we simplify to
1P (etD? | atl? Ge-1? o .
202 203 202 203 No<l_ion

which further simplifies to
Lion
o> ox
o2 < a2
1 No Lion 2
(c) (5 points)Carefully sketch the decision regions when= o,. Carefully sketch the
decision regions foo1 = 20>.

SOLUTION: With % the ordinate (vertical axis) andpthe abscissa (horizontal axis),
the region to the right of the linepx= Xz is the “say Lion” region whero, = 02. The
“say Lion” region is to the right of the line x= 4x, wheno1 = 205.
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(d) (15 points)Now suppose the effects of the gusts are correlated withoitieet. That is,
suppose that

2
R . |01 0
w|lion 0 0%
and 5
Rwino lion= 2 02
| 0 o35

Find and sketch the decision regions wiin= 1 ando? = 5/3.

HINT: Wait until you've simplified your analytic description oféhdecision region
before doing the substitution for the variances.

SOLUTION: The likelihood ratio is

(q-1?  (xpt1)? .
1 o 2% o 202 Lion
2107
1 >
(q+D2  (xp-1)2 <
2_111028 203 o 203 No Lion
2

so that the log likelihood ratio is

(a1 (X2+1)2+(X1+1)2+(X2—1)2 > 2jogT
202 202 202 202 < 02

Rearranging
o
—03(x1— 12+ 02(x1+1)2—03(x2+ 1)°+0%(xo—1)> 2 4o303log =
and combining
02+ 03 02+ 0%

2 2 >
X] +2X +1) + (X5 — 2% +1 4
(4 Y02 - o2 )06 02— 02 ) S Tg2—02 oy

Completing the squares we have

2 2 2 Lion
0%+ 0% 0?+0 0%+ 0% > 0205 01
X]_‘l‘ﬁ + X2— +2 l— > > < 4ﬁlog

2
2
2
2

Doing the substitutions yields:

2

2+
2_

Lion .
(Xi+4)2%+(xo—42 2 10logy +30
No Lion

Thus, No-Lion should be the decisiom it within a circle centered &t—4,4) of radius

\/1010g3 + 30.



